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Introduction

This part of ISO 15765 has been established in order to enable the implementation of unified diagnostic

services, as specified in ISO 14229-1, on controller area networks (UDS on CAN).

To achieve this, it is based on the Open Systems Interconnection (OSI) Basic Reference Model specified in

ISO/IEC 74p8and TSO/TET TU73T, which Structures communication Systems Into seven layers. Vwhen magped
on this model, the services specified by ISO 15765 are divided into

— unified|diagnostic services (layer 7), specified in this part of ISO 15765,

— networ]

layer services (layer 3), specified in ISO 15765-2,

— CAN sérvices (layers 1 and 2), specified in ISO 11898,

in accordance with Table 1.

Table 1 — Enhanced and legislated OBD diagnostic specifications)applicable to the OSI layers
Qpen Systems Vehicle manufacturer enhanced Legislated on-board
Interconnection diagnostics diagnostics

(OSI) layers (OBD)

Diagnostic application User defined ISO 15031-5
Application layer ISO 157653 ISO 15031-5

Presentation layer N/A N/A

Session layer ISO 15765-3 N/A

Transport layer N/A N/A
Network layer ISO 15765-2 ISO 15765-4
Data link layer ISO 11898-1 ISO 15765-4
Physical layer User defined ISO 15765-4

vi
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Scope

part of ISO 15765 specifies the implementation of a common set of unified diagnostic servicq
brdance with 1ISO 14229-1, on controller area networks (CAN) in road yehicles as specified in
ves the diagnostic services and server memory programming requirements for all in-veh
nected to a CAN network and external test equipment. It does not*specify any requiremen
cle CAN bus architecture.

Normative references

following referenced documents are indispensable for the application of this document
rences, only the edition cited applies. For undated references, the latest edition of the
iment (including any amendments) applies.

14229-1, Road vehicles — Unified diagnostic services (UDS) — Part 1: Specification and requ

11898-1, Road vehicles — Conftroller area network (CAN) — Part 1: Data link layer a
alling

11898-2, Road vehicles — Controller area network (CAN) — Part 2: High-speed medium acce

11898-3, Road vehicles — Controller area network (CAN) — Part 3: Low-speed, fault-tolers
endent interface’)

15031-6, Road\vehicles — Communication between vehicle and external equipment for emiss
nostics — Paft 6: Diagnostic trouble code definitions™)

15765<1, Road vehicles — Diagnostics on controller area network (CAN) — Part 1: General in|

15765-2, Road vehicles — Diagnostics on controller area network (CAN) — Part 2: Ne

sen

s (UDS), in
ISO 11898.
cle servers
for the in-

For dated
referenced

irements

nd physical

SSs unit

nt, medium

jons-related

formation

twork layer

icel)

ISO 15765-4, Road vehicles — Diagnostics on controller area network (CAN) — Part 4: Requirements for
emissions-related systems?')

SAE J1939-21, Recommended practice for a serial control and communications vehicle network — Data link
layer?)

1
2)

To be published.

Society of Automotive Engineers standard.
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3 Terms, definitions and abbreviated terms

For the purposes of this document, the terms and definitions given in ISO 14229-1, 1SO 15765-1 and

ISO 15765-

2 and the following abbreviated terms apply.
destination address
identifier

data length code

gateway
least significant bit
most significant bit
network address
source address
subnet mask

type of service

bntions

ISO 15765 is based on conventions defined in 1SO*14229-1, which are guided by OSI Ser
5 (see ISO/TR 8509) as they apply for diagnosticservices.

d diagnostic services (UDS) applicability to OSI model

1.

cation and session layers

ication layer services

ISO 15765 dses the application layer services as defined in ISO 14229-1 for client-server bg
perform fuRctions such as test, inspection, monitoring, diagnosis or programming of on-b
ers.

vice

sed
pard

ication layer protocol

DA
ID
DLC
GW
LSB
MSB
NA
SA
SM
TOS
4 Conv
This part o
Convention
5 Unifie
See Figure
6 Appli
6.1 Appl
This part of
systems to
vehicle ser\
6.2 Appl
This part of
6.3 Appl

ISO 15765 uses the application layer protocol as defined in ISO 14229-1.

ication layer and diagnostic session management timing

IMPORTANT — Any N_USData.indication with <N_Result> not equal to N_OK that is generated in the
server shall not result in a response message from the server application.

6.3.1 General

The following specifies the application layer and session layer timing parameters and how they are handled

for the clien

t and the server.
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ISO 142291
Unified diagnostic services (UDS)
Part 1: Specification and requirements

Application layer ISO 15765-3

Diagnostics on CAN
Part 1: Implementation of united diagnostic
services (UDS)

ISO 15765-2
Network layer Diagnostic on CAN
Part 2: Network layer services

ISO 11898-1
Data link layer Controler Area Network (CAN)
Part 1: Data link layer and‘physical signalling

ohvsical | Userdefined
ysical layer (e.g. 1SOA41898-2, ISO 11898-3)

| Physical media |

Figure 1 — Implementation of UDS on CAN in OSI model

Thel following communication scenarios shall be distinguished from one another:
a) |physical communication ddring

1) default session,-and

2) non-default'session — session handling required;

b) [functionalkcommunication during

1), “default session, and

2) non-default session — session handling required.

For all cases, the possibility of requesting an enhanced response-timing window by the server via a negative
response message, including a response code 78 hex, shall be considered.

The network layer services as defined in ISO 15765-2 are used to perform the application layer and diagnostic
session management timing in the client and the server.

© 1SO 2004 - All rights reserved 3


https://standardsiso.com/api/?name=0a6d8d32f7e7034eb84a124ecbab5b18

ISO 15765-3:2004(E)

6.3.2 Application layer timing parameter definitions

The application layer timing parameter values for the default diagnostic session shall be in accordance with

Table 2.
Table 2 — Application layer timing parameter definitions for the defaultSession
Timing Description Type Min. Max.
parameter
Timeout for the client to wait after the successful| Timer reload
transmission of a request message (indir‘afpd via value 9\”\” s x
P2:aN Glient N_USData.con) for the start of incoming response N - N/A3
B messages (N_USDataFirstFrame.ind of a multi-frame AP2¢caN
message or N_USData.ind of a SingleFrame message).
Enhanced timeout for the client to wait after the reception | Timer reload
of a negative response message with response code 78 value po*
o hex (indicated via N_USData.ind) for the start of incoming . CAN\Server_max N/A
CAN_Clierft response messages (N_USDataFirstFrame.ind of a multi- APD
frame message or N_USData.nd of a SingleFrame CAN_rsp
message).
Performance requirement for the server to start with the | Performanee
P2cAN serve response message after the reception of a request| requirement |0 50 ms
- message (indicated via N_USData.ind).
Performance requirement for the server to start with the}\Performance
po* response message after the transmission of a negative’| requirement oc 5000 ms
CAN_Servpr response message (indicated via N_USData.con)Cwith
response code 78 hex (enhanced response timing).
Minimum time for the client to wait after the successful | Timer reload
transmission of a physically addressed request message value
P3can_ciient] Phys | (indicated via N_USData.con) with no,résponse required P2:aN server max | NVAS
- i before it can transmit the next physically addressed - a
request message (see 6.3.5.3).
Minimum time for the client to“wait after the successful | Timer reload
transmission of a functionally. addressed request message value
(indicated via N_USDatacon) before it can transmit the
P3caN_client] Func | n€Xt functionally addtessed request message in case no P2cAN_server max | N/AS
response is requifed or the requested data is only
supported by a~subset of the functionally addressed
servers (see6-3'5.3).
a The makimum time a client-waits for a response message to start is at the discretion of the client, provided that P2can ciicht 1S
greater than the specified migimum value of P2,y cjient: -
b The vale that acelient uses for P2*,\ jient IS @t the discretion of the client, provided it is greater than the specified minimum
value of P2 chy oent .
¢ During the’enhanced response timing, the minimum time between the transmission of consecutive negative messages, each|with

d

response code 78 hex, shall be 72 P2*

CAN_Server_max’

with a maximum tolerance of + 20% of P2*

CAN_Server_max."

The maximum time a client waits until it transmits the next request message is at the discretion of the client, provided that for non-

default sessions the S3g_, . timing is kept active in the server(s).

© ISO 2004 — All rights reserved
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The parameter AP2.,\ considers any system network design-dependent delays such as delays introduced by
gateways and bus bandwidth plus a safety margin (e.g. 50 % of worst case). The worst-case scenario
(transmission time necessary for one “round trip” from client to server and back from server to client), based
on system design, is impacted by

a) the number of gateways involved,

b) CAN frame transmission time (baud rate),

c) CAN bus utilization, and

d) |the CAN device driver implementation method (polling vs interrupt) and processing time_of:the network
layer.

Thel value of AP2¢,y is divided into the time to transmit the request to the addressed server and| the time to
transmit the response to the client:

AP2caN = AP2cAN Req t AP2cAN Rsp

Figyre 2 provides an example of how AP2.,, can be composed.

client gateway # 1 gateway #_2 server

N_USData.req W | |
staft ' ' ' |

N_USData.con I | |
! : request | |
AP26AN_Req | I | I
| | |
= | | | | N_{/SData.ind
§| | | | | I:’ZCAN_Se fver
o
h ! ! ! reSponse | N_WUSData.req
! | \/| N_{lSData.con
BPZean_Rsp | I response | I
| | | |
| response—d | |
= ! !
1\ UsData.ind ——/ | | |
stop

Figure 2 — Example for AP2. 5y — SingleFrame request and response message

NOTE For the sake of simplicity in describing the timing parameters, in all the figures that follow it is assumed that
the client and the server are located on the same network. All descriptions and figures are presented in a time-related
sequential order.

© 1SO 2004 - All rights reserved 5


https://standardsiso.com/api/?name=0a6d8d32f7e7034eb84a124ecbab5b18

ISO 15765-3:2004(E)

6.3.3 Ses

sion layer timing parameter definitions

When a diagnostic session other than the defaultSession is started, then a session handling is required which

is achieved

via the session layer timing parameter given in Table 3.

Table 3 — Session layer timing parameter definitions

Timi Recommended | Timeout
iming inti timeout
parameter Description Type
ms ms
TTme between functionally addressed TesterPresent (3E
hex) request messages transmitted by the client to keep a .
. . : . ST Timer
diagnostic session other than the defaultSession active in
S3¢jient : : o : reload 2000 ms 4000 ms
len multiple servers (functional communication) or maximum
. . . value
time between physically transmitted request messages to a
single server (physical communication).
Time for the server to keep a diagnostic session other than | Timer
S3gerver the defaultSession active while not receiving any diagnostic | reload NA 5000 ms
request message. value
Furthermorg, the server might change its application layer timings P2aa( server @Nd P2"can server WheN
transitioning into a non-default session in order to achieve a certain performance or to compensate restrictjons
which might apply during a non-default diagnostic session. The applicable timing parameters for a non-default
diagnostic pession are reported in the DiagnosticSessionControl positive response message in the gase

where a re
advance by
session fun

sponse is required to be transmitted (see service déscription in 9.2.1) or have to be know
the client in case no response is required to be transmitted. When the client starts a non-de
ctionally, then it shall adapt to the timing parameters of the responding servers.

Table 4 defines the conditions for the client and the server to start/restart its S3ign/S3gener timer. For

client a pe
distinguishe
which is on
there is no
shows that
S3Server tin
the server.

fiodically transmitted functionally addressed TesterPresent (3E hex) request message shal
d from a sequentially transmitted physically addressed TesterPresent (3E hex) request mess
ly transmitted in case of the absence of any other diagnostic request message. For the s¢
need to distinguish between that-kind of TesterPresent (3E hex) handling. Furthermore, Tab
the S3g.er timer handling is based on the network layer service primitives, which means that
er is also restarted uponthe reception of a diagnostic request message that is not supporte

6.3.4 Client and server timer resource requirements

The timer |
the default
default ses
server.

bsource required for the client and the server to fulfil the above given timing requirements dy
Eession and any non-default session shall be in accordance with Tables 5 and 6 list. During a
bion, the additional timer resource requirements given in Table 6 shall apply for the client and

n in
Fault

the
be
hge,
rver
le 4
the
d by

ring
hon-
the
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Table 4 — Session layer timing start/stop conditions for the client and the server

Timing Action Physical and functional communication, Physical communication only,
Parameter using functionally addressed, using a physically addressed,
periodically transmitted sequentially transmitted
TesterPresent request message TesterPresent request message
N_USData.con that indicates the
o completion of the DiagnosticSessionControl
N_USData.con  that  indicates  the | 4o phey) request message in case no
Initial completion of the DlagnostlcS§s§|onControI response is required.
(10 hex) request message. This is only true
start fUI “z the—session—t . T ST N_I ]1ISData ind that indicates t reception
ypc 1o d TIUIN=UTIaultl
session. of the DiagnosticSessionContrpol (10 hex)
response message in case.a fesponse is
required.
$3¢jient N_USData.con ,that’ indicates  the
completion of any-request messpge in case
N_USData.con that indicates the | MO response is required.
S completion of the functionally addressed | N_USData.ind that indicates the reception
ubsequent
start Te§terl?resent (I_SE hex) reguest message, | of any response message [n case a
which is transmitted each time the S3¢jient | response is required.
timer times out. N (YSData.ind that indicates an grror during
the reception of a multi-framé response
message.
N_USData.con that indicates the. "completion of the transmissipn of a
DiagnosticSessionControl positive tésponse message for a transition from |the default
Initial start session to a non-default session, ifvcase a response message is required.
nihat star Successful completion of the requested action of the service DiagnosticSegsionControl
(10 hex) for a transition from' the default session to a non-default session, |in case no
response message is required/allowed.
Subsequent N_USDataFirstFrame.ind that indicates the start of a multi-frame request message or
N_USData.ind that-indicates the reception of any SingleFrame request mesgage. If the
stop e . . L
defaultSession.is-active, the S3g,, timer is disabled.
N_USData.con that indicates the completion of any response message that ¢oncludes a
SBserver service_\execution (final response message) in case a response njessage is
requiredfallowed to be transmitted (this includes positive and negativeé response
messages). A negative response with response code 78 hex does not restart the S3g,,,
timer.
Subsequeht~f Completion of the requested action (service conclusion) in case no responge message
start (positive and negative) is required/allowed.
N_USData.ind that indicates an error during the reception of a multi-frane request
message.
See 6.3.5.4 for further details regarding the S3g,,, ., handling in the server whep the server
is requested to transmit unsolicited response message such as periodic data of responses
based on an event.
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Table 5 — Timer resources requirements during defaultSession

Timing Client Server
parameter

A single timer is required for each logical
communication channel (physical  and
P2cAN_client functional communication), e.g. each point-to- N/A
point communication requires a separate
communication channel.

An optional timer might be required for the
enhanced response timing in order to ensure that
P2cAN_sefver N/A subsequent negative response messages)With
response code 78 hex are transmitted prior_to fthe
expiration of P2*caN server-

A single timer is required per logical physical

P3 : L N/A
CAN_Physical | communication channel.

P3 A single timer is required per logical functional N/A
CAN_Fundtional | communication channel.

Table 6 — Additional timer resources requirements during,non-defaultSession

Timing Pafameter Client Server

A single timer is required when using a periodically.
transmitted, functionally addressed TesterPresent
(3E) hex request message to keep the serversiin a N/A
non-defaultSession. There is no need for additional
timers per activated diagnostic sessions.

S3ciifnt A single timer is required for each™point-to-point
communication channel when using’a sequentially
transmitted, physically addressed TesterPresent
(3E) hex request message to-keep a single server in
a non-defaultSession in case of the absence of
another diagnostic request-message then.

A single timer is required in the seryer,
N/A because only a single diagnostic sessjon
can be active at a time in a single server.

S3g,

ver

=
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6.3.5 Detailed timing parameter descriptions

6.3.5.1  Physical communication

6.3.5.1.1 Physical communication during defaultSession

Figure 3 graphically depicts the timing handling in the client and the server for a physically addressed request
message during the default session.

client server

a
its nf
sing
b

issu
C

N_U
P2,
gate
netw
d

| !
N_USData.req @ |

, *g —————@ N>USData
| 3 |
i : |
N_USData.con @ start | @ N_USData
| PzCAN_Server I
' o)
% PZCAN_CIient start-of response © N_USiData
. c
N_USDataFF.ind S-;tal—--—--—--— q% I

N_USData.ind g ‘ @ N_USData
stop |
| |

The diagnostic application of the,client starts the transmission of the request message by issuing a N_U
etwork layer. The network layer transmits the request message to the server. The request message ca
e-frame message or a multi-frame message.

n the case of a multi-ffame message, the start of the request is indicated in the server via N_USData
bd by its network |ayep.

The completion._of the request message is indicated in the client via N_USData.con. When 1
SData.con _tfie-'client starts its P25,y gjiene timer, using the default reload value P25,y gjignt- The
N Client timer shall consider any latency that is involved based on the vehicle network design (commu
ways, bus bandwidth, etc.). For simplicity, the figure assumes that the client and the server are located
orks

-F.ind

ind

req

con

SData.req to
h either be a

FF.ind that is

eceiving the
value of the
hication over
on the same

The/completion of the request message is indicated in the server via the N USData.ind.

e

sing
f

9

The server is required to start with its response message within P2-,y senver after the reception of N_USData.ind.
This means that, in the case of a multi-frame response message, the FirstFrame shall be sent within P2,y server @nd, for

le-frame response messages, that the SingleFrame shall be sent within P2,y server-

In the case of a multi-frame response message, the reception of the FirstFrame is indicated in the client via the
N_USDataFF.ind of its network layer. When receiving the FirstFrame indication, the client stops its P25,y cjient timer.

The network layer will generate a final N_USData.ind in case the complete message is received or an e

rror occurred

during the reception. In case of a single-frame response message, the reception of the SingleFrame is indicated in the
client via a single N_USData.ind. When receiving this single frame indication, the client stops its P25y cjient timer.

h

The completion of the response message is indicated in the server via N_USData.con.

Figure 3 — Physical communication during default session
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6.3.5.1.2 Physical communication during defaultSession with enhanced response timing

Figure 4 graphically depicts the timing handling in the client and the server for a physically addressed request
message during the default session and the request of the server for an enhanced response timing (negative
response code 78 hex handling).

client server
|
Pending List | |
= empty N_USData.req @ |
P26AN_Glien | s @ N—USBataFFind
| 2 |
(on
i 2
| start |
N_USData.con @ | d - N_USData.ing
| F)ZCAN_Server :
| P2 _ % |start of response @ N_USData.req
: CAN_Client S © |
| 2 0 |
! 8
Pending Ligt | S |
=ECU#1 N_USData.ind o f = @ N_USData.con
N stop | start
P2%caAn_clieft | |
| I:JZ*CAN_Server I
| P2*cAN_Ciient |
| start of response @ N_US|Data.req
| : |
(D] .
c
Remove N_USDataFF.ind oo g |
ECU #1 stop . ® ,
from Pending List | | = |
Pending Lit | # |
= empty N_USBata.ind  j @ N_USData.con
2 | stop |
P2caN_cien ! !

@  The diagnostic application of the client starts the transmission of the request message by issuing a N_USData.rg¢q to
its network |layer—TtreTetworktayertrarmsmits—the request messagetotheserver—The Tequest message cameither-be a
single-frame or multi-frame message.

b In the case of a multi-frame message, the start of the request is indicated in the server via N_USDataFF.ind that is
issued by its network layer.
(o}

The completion of the request message is indicated in the client via N_Usdata.con. When receiving the
N_USData.con, the client starts its P25,y cjient timer, using the default reload value P2;,y gjient- The value of the
P2:an ciient timer shall consider any latency that is involved based on the vehicle network design (e.g. communication
over gateways, bus bandwidth, etc.). For simplicity, the figure assumes that the client and the server are located on the
same network.

d  The completion of the request message is indicated in the server via N_USData.ind.
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€ The server is required to start with its response message within P2,y sener after the reception of N_USData.ind.

This means that, in the case of a multi-frame response message, the FirstFrame shall be sent within P2,y server @and, for
single-frame response messages, that the SingleFrame shall be sent within P2,y server -

fIn case the server cannot provide the requested information within the P2,y gener "€SPONSE timing, it can request an
enhanced response timing window by sending a negative response message including response code 78 hex. Upon
reception of the negative response message within the client, the client network layer generates a N_USData.ind. The
reception of a negative response message with response code 78 hex causes the client to restart its P2,y cjient timer,
but using the enhanced reload value P2* 5\ cilient: -

9 The server is required to start with its response message within the enhanced P2,y server (P2°caN server) following
the N_USData.con of the transmitted negative response message. In case the server can still not provide the requested
information within the enhanced P2*-,\ sener then a further negative response message including response code 78 hex

can
p2*

erro

indidg

P2,
k

6.3.

6.3.

Figu
com

peri

be sent by the server. This will cause the client to restart its P25,y gjient timer, using the enhanced
AN Client- FOr simplicity, the figure only shows a single negative response message with response code’7

Once the server can provide the requested information (positive or negative response other than“respd
, it starts with its final response message.

n the case of a multi-frame final response message, the reception of the FirstFrame is indicated in the

_USDataFF.ind of the network layer. When receiving the FirstFrame indication, the client stops'its P2,y ¢

The network layer of the client will generate a final N_USData.ind in case the complete message is rg
occurred during the reception. In the case of a single-frame response message;the reception of the Si
ated in the client via a single N_USData.ind. When receiving this singlecframe indication, the cli

AN_Client timer.

The completion of the transmission will also be indicated in the server via N“USData.con.

Figure 4 — Physical communication during non-default'session — Enhanced response

b.1.3  Physical communication during a non-default session

5.1.3.1 Functionally addressed TesterPresent (3E hex) message

re 5 graphically depicts the timing handling in the client and the server when performi
munication during a non-default session (e.g. programmingSession) and using a functionally
bdically transmitted TesterPresent\(3E hex) request message that does not require a respong

fronp the server.

The

and
ser
the
(10

©IS

handling of the P2:aN diieht @Nd P2caN server timing is identical to the handling as described
6.3.5.1.2. The only exception is that the reload values on the client side and the resulting tim

default session where different P2:an cjient timing parameters might apply (see DiagnosticSeg
hex) service im9.2.1 for details on how the timing parameters are reported to the client).

reload value
B hex.

nse code 78

client via the

bt timer.

ceived or an
hgleFrame is
bnt stops its

timing

ng physical
addressed,
e message

in 6.3.5.1.1
e where the

er shall send its final’response time might differ. This is based on the transition into a session other than

sionControl
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client server

N_USData.req —{ a |

08 |
=]
| 22 |
| start start | .
N_USData.con -{ b | ¢ | N_USData.ind
| I:)ZCAN_CIient |:>2CAN_Server |
| . '/d\ N US!:) t
! »| start of response &N | ata-req
(2] .
| S3g 26
| lient cé) % |
sta
N_USDa'I[a.ind stop | @ N_USData.con
N_USDhta.req S3dver !
| - |
I 3 ! @ N_UsDataFF.ind
S stop
=3 |
| tart § | )
sta
N_USData.con N_USData.ind
| |
i I:)ZCAN_CIient I:>2CAN_Server |
o
| 4 2
| start of response N_USDatareq T &P
N_USDatgFF.ind stop | = El2
| | . §zYs
[ R
fut [ B
N_USDhta.req —@t. n | . 3 @ g
Imeou E & 9 '8 N c
| c ] 227 Rey
ok T : -0 ©|2
| c 3 | c < o=
start 2 2 < © 5|3
N_USData.con —@ @ (N_USData.ind)
i start | g
N_USData.ind @ N_USData.con
| |
| S::”Client 83Server
i
N_USDatla.req @timeout

P

i start @
N_USData.con —@ Stop/ @ N_USData.ind

! start |

functional
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The diagnostic application of the client starts the transmission of the DiagnosticSessionControl (10

-3:2004(E)

hex) request

message by issuing a N_USData.req to its network layer. The network layer transmits the request message to the server.

b

The request message is a single-frame message. lts completion is indicated in the client via the N_USD

ata.con. Now

the response timing as described in 6.3.5.1.1 and 6.3.5.1.2 applies. The generated N_USData.con in the client causes the
start of the S3;., timer (session timer).

C

d

The completion of the request message is indicated in the server via the N_USData.ind. Now the response timing as
described in 6.3.5.1.1 and 6.3.5.1.2 applies.

For the figure given, it is assumed that the client requires a response from the server. The server shall

DiagnosticSessionControl (10 hex) positive response message.

of itg
(3E
h

i

diag
prog
and
com
wou
j

igno}
prog

6.3.

Figu
con
Tes
diag

sure that the S3g,,,, timer is reset prior to its timeout to keep the server inith

bility to en
ion.

Once the S3;.,; timer is started in the client, this causes the transmission of a functionally addressed Tl
hex) request message, which does not require a response message, each time the S3;,; limer'times ou

Upon the indication of the completed transmission of the TesterPresent (3E hex) requestmessage via N|
network layer, the client once again starts its 83 timer. This means that the functionally addressed T
hex) request message is sent on a periodic basis every time S3;.,; times out.

Any time the server is in the process of handling any diagnostic service, it stops-its 535, timer.

\When the diagnostic service is completely processed, then the server restarts\its S3g,, ., timer. This me
hostic service, including TesterPresent (3E hex), resets the S3g,,,,, timen*A diagnostic service is m

the completion of the transmission of the final response message,\where a response message is red
pletion of any action that is caused by the request, where no response message is required (point in time
d cause the start of the response message).

Any TesterPresent (3E hex) request message that is receiyed during processing another request mes
Fed by the server, because it has already stopped its«S3g,, timer and will restart it once the serv
ress is processed completely.

Figure 5 — Physical communication during non-default session — functionally addreg
TesterPresent

5.1.3.2 Physically addressed TesterPresent (3E hex) message

re 6 graphically depicts-the timing handling in the client and the server when performi
munication during a-nhonh-default session (e.g. programmingSession) and using a physically
ferPresent (3E hex).request message that requires a response message from the server

nostic session active in case of the absence of any other diagnostic service.

transmit the

con. Now the

ime out. It is
£ non-default

esterPresent
t.

| USData.con
esterPresent

ans that any
bant to be in

ress any time between the start of the reception of the request messade’ (N_USDataFF.ind or N_USData.ind receive)

uired, or the
reached that

sage can be
ce that is in

sed

ng physical
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o keep the
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14
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(2] .
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start start
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I
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a8  The diagnostic application of the client starts the transmission of the DiagnosticSessionControl (10 hex) request

message by issuing a N_USData.req to its network layer. The network layer transmits the request message to the server.

b The request message is a single-frame message. Its completion is indicated in the client via the N_USData.con. Now
the response timing as described in 6.3.5.1.1 and 6.3.5.1.2 applies. The generated N_USData.con in the client does not
cause the start of the S3,, timer (session timer), as it would for the case of using a functionally addressed and

periodically transmitted TesterPresent (3E hex) message to keep a diagnostic session alive (see 6.3.5.1.3.1).

C

described in 6.3.5.1.1 and 6.3.5.1.2 applies.

d

e

serv|
clien
This
time
f
stop
g
The
des
h

its g
sery,
time
serv|
resp
i

the

j
caus
k
caus
sery,
resp
(3E
com

The completion of the request message is indicated in the server via the N_USData.ind. Now the response timing as

For the figure given, it is assumed that the client requires a response from the server. The server shall transmit the

DiagnosticSessionControl (10 hex) positive response message.

er starts its S3g,, ¢, timer, which keeps the activated non-default session active as long as it does not|tir}
t, the reception of the DiagnosticSessionControl (10 hex) positive response message is indicated-via’N|
causes the start of the S3.,; timer. It is the client's responsibility to ensure that the S3g,,, timeris res
put to keep the server in the non-default session.

\Whenever the client transmits a request message to the server (including the TesterPresent (3E hex)
5 its S3()pnt timer.

The reception of either a SingleFrame or a FirstFrame of the request message stops.the S3g,,, timer
completion of the request message is indicated in the server via N_USData.ind. Now the respon
ribed in 6.3.5.1.1 and 6.3.5.1.2 applies.

zon. Now the
he out. In the
| USData.ind.
et prior to its

message), it

n the server.
se timing as

client to start

The completion of the response message is indicated in the client via N_USData.ind, which causes the
3cjient The completion of the response message is indicated in the/server via N_USData.con, whicl

onse is required.

es the server to stop its S3g,, ., timer. Now the response timing as described in 6.3.5.1.1 and 6.3.5.1.2

es the client to start its S3;,,- The completion of the TesterPresent (3E hex) response message is in
er via N_USData.con, which causes the.server to start its S3g,,,,,- In the case where the client would
onse message, then it shall start its S3,,; timer when it receives confirmation of the completion of the Tl
hex) request message, which is indicated via N_USData.con. The server would start its S3g,,, timer
pleted the requested action. Fersimplicity, the figure shows that a response is required.

TesterPresent

causes the

er to start its S3g,,- IN @ case where the client would not require alresponse message, then it shall start its S3 )¢
F when it receives confirmation of the completion of the request message, which is indicated via N_USOata.con. The
er would start its S3g,,,, timer when it has completed the requested action. For simplicity, the figure shows that a

n case the client would not send any diagnostic requestumessage prior to the timeout of S3,,» then the timeout of
B3 cjient timer causes the client to transmit a physically addressed TesterPresent (3E hex) request messagde.

The reception of the TesterPresent (3E hex) request message is indicated in the server via N_USDOata.ind. This

plies.

The completion of the TesterPresent (3E hex).response message is indicated in the client via N_USD4dta.ind, which

icated in the
not require a
esterPresent
when it has

Figure 6 — Physical communication during non-default session — Physically addressed
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6.3.5.2 Functional communication

6.3.5.2.1  Functional communication during defaultSession

Figure 7 graphically depicts the timing handling in the client and two (2) servers for a functionally addressed
request message during the default session. From a server point of view, there is no difference in the timing
handling compared to a physically addressed request message, but the client shall handle the timing different
compared to physical communication.

client server # 1 server # 2

I

! ! !
N_USData.req @ | |

! .
| | |

| start | |
N_USDafa.con @ | | @—N_UsTata.ind~@T N_LlJSData. nd

! P2cAN client P2:AN_ server P2

functional
request

CAN_Server;

|
| * @ N_USData.req
start of response |

N_USDataFF.ind@ stop § start _ |
| P2

5 |
. o i |
cANClent 5 | @— N_USDatafe

| stop | start a start of response - e

N_USDatafF.ind —{ e P o | |
a .

| L
N_USD4ta.ind f ! 2 @ N_USData.con |
| | = | |
| P2cAN_Client o | |
| | i |

N_USD4ta.ind @ ’ ! @ N_USData.fon
| timeout | |

a8  The diagnostic application of the'client starts the transmission of a functionally addressed request message by isquing
a N_USDatd.req to its network‘layer. The network layer transmits the request message to the servers. A functiopally
addressed rgquest message-shall only be a single-frame message.

b The completion of the' request message is indicated in the client via N_USData.con. When receiving| the
N_USData.cpn, the client starts its P25\ client timer, using the default reload value P2,y cjient- AS for phygical
communicatipn, the.value of the P2,y ciient timer shall consider any latency that is involved based on the vehicle netvork
design (e.g. pommunication over gateways, bus bandwidth, etc.). For simplicity, the figure assumes that the client andl the
server are logated on the same network. T

(¢}

The completion of the request message is indicated in the servers via N_USData.ind.

d  The functionally addressed servers are required to start with their response messages within P2:AN server after the
reception of N_USData.ind. This means that in case of multi-frame response messages, the FirstFrame shall be sent
within P25,y server @Nd, for single-frame response messages, that the SingleFrame shall be sent within P25,y server-

€ In the case of a multi-frame response message, the reception of the FirstFrame from any server is indicated in the

client via the N_USDataFF.ind of the network layer. A single-frame response message is indicated via N_USData.ind.

f When receiving the FirstFrame/SingleFrame indication of an incoming response message, the client either stops its

P2can client Where it knows the servers expected to respond and all servers have responded, or it restarts its P2-,y ciient
timer where not all expected servers have yet responded or where the client does not know the servers expected to
respond (the client awaits the start of further response messages). The network layer of the client will generate a final
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N_USData.ind in case the complete message is received or an error occurred during the reception. The reception of a
final N_USData.ind of a multi-frame message in the client will not have any influence on the P2,y cjient timer-

9  The completion of the transmission of the response message will also be indicated in the servers via N_USData.con.
Figure 7 — Functional communication during default session
6.3.5.2.2 Functional communication during defaultSession with enhanced response timing

Figure 8 graphically depicts the timing handling in the client and two (2) servers for a functionally addressed
request message during the default session, where one server requests an enhanced response timing via a

negptive response message Including response code /o hex.

Frofn a server point of view there is no difference in the timing handling compared to a physically addressed

req
com

est message that requires enhanced response timing, but the client shall handle the timin
pared to physical communication.

y differently
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client server #1 server #2
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N USData ind

P2CAN7CIient F:‘ZCAN Server PzCAN_Server !
N USData re |
| 9 start of response g |
c
| 2t |
o Z .
Pending List stop ¢ start 2 |
=ECU #1 N_USData.ind e N_USData.con
PzCAN_Client | . | |
i P2 CAN_Client P2*CAN_Server |
| start of reSponse @_ N_USDatalreq
Pending List stop | start P | |
= no change N_USDataFF.ind f .
P2" AN client | % | |
Pending List | 2 | |
= no change S
* (7] .
| P2 can_client 2 | |
?Z?g;g List | ' N_usData.ind | N_USDatajcon
N_USData.re |
| start of response @ - | d |
Remove ECU|#1 i ;
f stop start
rom ~ N_USDataFF.ind by
Pending List ° . :
: 7] | |
5
Pending List i | Ty : :
= empty | P2cAN_Client o | |
P2CAN_CIient | | |
O [ @— N_USData.con
i | |
)
I

| ! |

timeout

@ The diagnostic application of the client starts the transmission of the functionally addressed request message by

issuing a N_USData.req to its network layer. The network layer transmits the request message to the servers. A
functionally addressed request message shall only be a single-frame message.

b The completion of the request message is indicated in the client via N_USData.con. When receiving N_USData.con,
the client starts its P25y cjient timer, using the default reload value P2:,y jient- AS for physical communication, the value
of the P2,y ciient timer shall consider any latency that is involved based on the vehicle network design (communication
over gateways, bus bandwidth, etc.). For simplicity, the figure assumes that the client and the server are located on the
same network.

€ The completion of the request message is indicated in the servers via N_USData.ind.
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d  The functionally addressed servers are required to start with their response messages within P2:AN server after the
reception of N_USData.ind. This means that, in the case of a multi-frame response message, the FirstFrame shall be sent
within P2:,N server @Nd, for single-frame response messages, that the SingleFrame shall be sent within P25y seper IN
case any of the addressed servers cannot provide the requested information within the P2,y gener F€SPONSE timing, it
can request an enhanced response timing window by sending a negative response message including response code 78
hex.

€ Upon reception of the negative response message within the client, the client network layer generates a

N_USData.ind. The reception of a negative response message with response code 78 hex causes the client to restart its
P2caN client timer, using the enhanced reload value P2*,\ cjient- IN @ddition, the client shall store a server identification in
a list of pending response messages. Once a server that is stored as pending in the client starts with its final response
message (positive or negatlve response message including a response code other than 78 hex) it is deleted from the list
of pg Jefault reload
3ge including

anced reload

valug P2*caN ciient (IN Figure 9, this is shown when the client receives the start of the respense message qf the second
server
9 |As for physical communication, the server that requested enhanced response _timing is required to [start with its

still

e requested
e server can

gin, using the

server that is
ng response

me from any
message is
| se message,

lient either stops its P25,y client IN the case wheresittknows the servers to be expected to respond ard all servers
¢ responded, or restarts its P2,y cjient timer in the-Case where not all expected servers have yet resppnded or the
des).

he network layer will generate a final NLUSData.ind in case any multi-frame response message |
ived or an error occurred during the reception. This will not have any influence on the P2.,y cjient timer.
andling of the list of pending response messages as described above applies.

The completion of the transmissioh.will also be indicated in the servers via N_USData.con.

S completely
Furthermore,

Figure 8 — Functional communication during default session — enhanced response timing

6.3.5.2.3 Functional communication during non-default session
addressed

fequests an

Figyre 9 graphically depicts the timing handling in the client and two (2) servers for a functionally
req\Fest message during the non-default session (e.g. programmingSession), where one server

enhpnced'response timing via a negative response message including response code 78 hex.
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The diagnostic application of the client starts the transmission of the functionally addressed DiagnosticSessionControl
(10 hex) request message by issuing a N_USData.req to its network layer. The network layer transmits the request

sage to the servers. The request message is a single-frame message.

The completion of the request message is indicated in the client via N_USData.con. Now the response timing as
described in 6.3.5.2.1 and 6.3.5.2.2 applies. In addition, the generated N_USData.con in the client causes the start of the
S3cjient timer (session timer).

The completion of the request message is indicated in the servers via N_USData.ind. Now the response timing as
described in 6.3.5.2.1 and 6.3.5.2.2 applies.

For the figure as given, it is assumed that the client requires a response from the servers. The servers have to

transmit the DiagnosticSessionControl (10 hex) positive response messages.

servers start their S3g,, timers, which keeps the activated non-default session active as long as 833_(
out. It is the client's responsibility to ensure that the S3g,,, timer is reset prior to its timeout, in~orde
ers in the non-default session.

Once the S3,t timer is started in the client, this causes the transmission of a functionally addressed T,

Upon the indication of the completed transmission of the TesterPresent (3E hex) requéstimessage via N
s network layer, the client once again starts its S3., timer. This means 'that the functionall
erPresent (3E hex) request message is sent on a periodic basis every time S3;,{ limes out.

Any time a server is in the process of handling any diagnostic service, it stopsits-S3g,,, , timer.

\When the diagnostic service is completely processed, then the server restarts its S3g,, ., timer. A diagr
eant to be in progress any time between the start of the reception of the request message (N_USE
SData.ind receive) and the completion of the transmission of the finahresponse message, where a respo

reached that would cause the start of the response message).
Any TesterPresent (3E hex) request message that is received during processing of another request mes

fed by the server, because it has stopped its S3g,,,, ‘tifmer and will restart it once the other service
pletely.

Figure 9 — Functional communication during non-default session

handling of the P2caN client @Nd P25aN server tiMing is identical to the handling as described
6.3.5.2.2, the only exception being that the reload values on the client side and the resulti

default session where different P2can cient timing parameters might apply (see DiagnosticSeg
hex) service in 9.2.1 for details on how the timing parameters are reported to the client).

5.3  Minimum time between client request messages

minimum time-between request messages transmitted by the client is required in order to
ng drivenrservice data interpretation in the server, for example. Based on its normal functional
ht process”diagnostic request messages with a certain scheduling rate (e.g. 10 ms). The
nostic~service data interpretation scheduler shall be smaller than the performance
AK-Server iN Order to meet the server requirements of 6.3.5 and 6.3.5.1.3.2.

hex) request message, which does not require a response message each time the S3;,(timer times out.

USData.con.

rer do€s not

r to keep the
esterPresent

| USData.con
y addressed

ostic service
ataFF.ind or
lse message

quired, or the completion of any action that is caused by the request; where no response message is required (point in

sage can be
is processed

in 6.3.5.2.1
ng time the

er shall send its final response time might differ. This is based on the transition into a sessiof other than

sionControl

allow for a
ty, a server
ime for the
rfequirement

The timing parameter for the minimum time between request message is divided into the following two timing
parameters.

— P3cAN Functional: this timing parameter applies to any functionally addressed request message, because it
can be the case that a server is not required to respond to a functionally addressed request message if it
does not support the requested data.

— P3caN_Physical* this timing parameter applies to any physically addressed request message where there is
no response required to be transmitted by the server (suppressPosRspMsglindicationBit = TRUE).
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In the case of physical communication where a response is required by the server, the client can transmit the
next request immediately after the complete reception of the last response message, because the server has
responded completely to the request — which means that the request is completely handled by the server.

Figure 10 graphically depicts an example of a problem that can occur during functional communication, when
the client transmits the next request immediately after it has determined that all expected servers responded
to a previous request message.

This scenario not only applies to functionally addressed requests but also to physically addressed requests
where the client does not want to receive any response message (suppressPosRspMsglindicationBit = TRUE).

In order to
the end of
functionally

a) The val
timing
default
The P3

no resy
client.

nandle the described scenarios, the minimum times P3can physical @9 P3caN_Functional: 08tw
a physically or functionally addressed request message and the start of a new physicall
addressed request message, are defined for the client.

ue of P3caAN Physical Will be identical to P2-aN server max fOF the physically addressed server.
hpplies to any physically addressed request message in any diagnostic session‘(default and
session) and in case no response is required by the server.

CAN_Physical timer is started in the client each time a physically addressed request message
onse required is successfully transmitted onto the bus, which is indicated via N_USData.con in
When the client wants to transmit a new physically addressed(request message followir]

previou

physic
timed g

b) The va
server'
(defaul

The PJ
with re

s request that was completely handled, then this is only allowed\in case the P3cayN ppysicar tim

lly addressed request message, then the transmission shall be postponed until P3can_physid
ut. -

ue of P3caN Functional Will be the maximum (worst-case) value of all functionally addreg
5 P2cAN server max for any functionally addreéssed request message in any diagnostic ses
I and non-defadlt session).

CAN Functional fimer is started in the elient each time a functionally addressed request mesg
sponse required or with no response*required is successfully transmitted onto the bus, whid

indicat¢d via N_USData.con in the client. When the client wants to transmit a new functionally addres

reques
case th
addres
would

postpo

NOTE
responses tg
required or a

The requirg
This means

message following a previous\request that was completely handled, then this is only allowgd

ed request message. In.case P3caN Functional WOUld still be active at the point in time the ¢
ike to transmit a new functionally addressed request message, then the transmission shal
ned until P3caN Fuictiohal 1S timed out.

‘Completely handled” means that either no response is received in case no response is required, all expe

a functionally,addressed request are received in case the responding servers are known and responseq
P2can_ciientytimeout occurred in case the responding servers are not known and responses are required,

menit for the server is that it shall start with its response message within P2c,N server (S€€

een
y or

The
hon-

with
the
g a
br is

no longer active at the time the client wants to transmit the physically addressed request messageg. In
case l{BCAN Physical Would still be active at the point in time the“client would like to transmit a

new
a1 IS

sed
sion

age
h is
sed
d in

e P3caAN Functional timer is 0o longer active at the time the client wants to transmit the functionally

ient
be

cted
are

7.3).

that the diagnostic data interpretation rate of the server shall be less than P2caN server-

22

© I1SO 2004 — Al rights reserved


https://standardsiso.com/api/?name=0a6d8d32f7e7034eb84a124ecbab5b18

ISO 15765-3:2004(E)

client server #1 server #2
(fast server) (slow server)

| | |
| ! !
N_USData.req —@ | |
| | |

| start | | B
N_USData.con —@ | | @— N_USData.ind—@— N_USData.ind
|
T

functional
request

ratg of server #2

N_ JSDTta.req —@ next request |
| start |
N_USData.con —@ | @— N_USData.ind—@— N_USData.ind

| |
| FZcaAN_Client FZcaN_server | |
| { @— N_USData.req |
! - start |
** of |
| @ response | |
=3 . | diagnostic
e | ! seryice
N_|JSData.ind e N_USData.con datp
stop (all expected servers responded) | intdrpretation

functional
request

| P2cAN_ client |

| | | TP
| | | |

@ [The diagnostic application of the client stafts the transmission of a functionally addressed request message by issuing

a N |USData.req to its network layer. The hetwork layer transmits the request to the servers.

b IThe completion of the request méssage is indicated in the client via N_USData.con. The client starts itg
timer, using the default reload value R2:ayn ciient:

Cc

P2cAN_client

The completion of the request/message is indicated in the server via N_USData.ind. The server starts its
timey, using the default reload value P2,y server-

d  For the request message, it is assumed that only server #1 supports the requested information, whicl means that
therg will be no response’ message from server #2. Server #1 is a fast server and can immediately process|the received
reqyest message and-transmits its response within P2,y server-

e

P2CAN_Server

The client(receives the response message. This is indicated via N_USData.ind. The client only expectefl a response
message fromserver #1, therefore it stops its timer P2,y ciient:

f Iserfer#2 is a slow server and interprets received requests on a periodic basis (diagnostic service data |nterpretation
rate). ‘in)the worst-case, the last check for incoming request a message is prior to the network layer reception of the
funcfionally addressed request message. This would mean that the request would be stored in a buffer and processed at
the earliest the next time the scheduler checks for an incoming request. When server #2 processes the request, then it
determines that it does not need to answer, because it does not support the requested information. As shown in the figure,
this would be after the completion of the response message of server #1, and even after the completion of the next
request message transmitted by the client.

9  The client would send the next request right after the completion of all expected response messages

h" The completion of the request message is indicated in the servers via N_USData.ind, but only processed by the fast

server #1, because server #2 did not yet handle the last request.
i The completion of the new request is indicated in the client via N_USData.con.

Figure 10 — Example of critical issue when transmitting next request too early
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Figure 11 graphically depicts the P3caN Functional tiMming handling for the client (based on the communication
scenario illustrated by Figure 10). In addition, Figure 11 shows the handling of a functionally addressed
TesterPresent (3E hex) request message in the client in the case in which the P3caN Functional timer is still
active when S3;ot times out (request will be postponed until P3can Functional times out).
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@  The diagnostic application of the client starts the transmission of a functionally addressed request message by issuing
a N_USData.req to its network layer. The network layer transmits the request to the servers.

b The completion of the request message is indicated in the client via N_USData.con. The client starts its P2:AN Client
timer and, furthermore, its timer P3:aN Functional: -

€ The completion of the request message is indicated in the servers via N_USData.ind.

d  For the request message, it is assumed that only server #1 supports the requested information, which means that
there will be no response message from server #2. Server #1 is a fast server and can immediately process the received
request message and transmits its response within P2,y server-

€ Once the client receives the response message, this is indicated via N_USData.ind. The client only expected a

) CAN_Client

erver #2 is a slow server and interprets received requests on a periodic basis (diagnostic service data |nterpretation
. In the worst-case, the last check for incoming request messages is just prior to the network layer redeption of the
ionally addressed request message. This would mean that the request would be stored in a buffer and e processed
at the earliest the next time the scheduler checks for an incoming request. When server #2 processes the reguest, then it

ven if the client has received all expected response messages to a functionally addressed request megsage, it shall
waitfuntil P3N crient times out before it is allowed to transmit the next request message. At the point in timg P3-aN client

his new request is indicated in the servers via N_USData.ind and processéd immediately by server #1] while server
rocesses the request the next time the scheduler checks for incoming request messages.

he completion of the new request is indicated in the client via N_USData.con and starts the P3N Funttional timer in

or the request message it is also assumed that only server #4,'supports the requested information, which means that
therg will be no response message from server #2. Server #1.is”a fast server and can immediately process|the received

nce the client receives the response message, this is indicated via N_USData.ind. The client only expected a
nse message from server #1, therefore it stops its\timer P25\ ciient:

erver #2 is a slow server and interprets received requests on a periodic basis (diagnostic service data |nterpretation
. This would mean that the request would ;be stored in a buffer and be processed at the earliest the pext time the
scheduler checks for an incoming request/When server #2 processes the request, then it determines that it dpes not need
swer, because it does not support the requested information.

M [The S3. timer of the client times out, which forces the client to transmit a functionally addressed TestgrPresent (3E
hex) request message, not requiring’a response message from the addressed server(s). Based on the situdtion in which
the P3caN Functional fimer isstill-active at this point in time, the transmission of the TesterPresent (3E hex) shall be
postponed until the expiration-of the timer P3cay Functional-

N When the P3:an-Eilctional timer times out, the functionally addressed TesterPresent (3E hex) reguest can be
trangmitted by the client'via N_USData.req.

O [The reception/of the TesterPresent (3E hex) request message is indicated in the servers via N_USData.irjd.

P [The completion of the TesterPresent (3E hex) request is indicated in the client via N_USData.con apd starts the

P3chN_Findiional timer in the client.

Figure 11 — Minimum time between functionally addressed request messages (P3CAN_Functional)
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Figure 12 graphically depicts the P3N Physical timing handling for the client. The figure shows the handling of
a physically addressed request that ‘does not require a response, and of the functionally addressed
TesterPresent (3E hex) request message in the client when S3;o times out.
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The diagnostic application of the client starts the transmission of a physically addressed request message by issuing a
N_USData.req to its network layer. The network layer transmits the request to the server.

The completion of the request message is indicated in the client via N_USData.con. The client n

ow starts its

P3cAN_Physical timer. There is no response required to be transmitted, therefore the client does not need to start its
2CAN_Client timer.

(¢}

d

The completion of the request message is indicated in the servers via N_USData.ind. In any non-default session, the
S3g¢ver timer is now stopped.

The server interprets received requests on a periodic basis (diagnostic service data interpretation rate). The request is
processed the next time the scheduler checks for incoming requests. The completed execution of the service would restart
the S3g,,yer timer during any non-default session.

e
hex
f
tran
9

h
poin
time}
i
requ
j
now

The S3i0t timer of the client times out, which forces the client to transmit a functionally addressed Tests
request message, not requiring a response message from the addressed server(s).

t is assumed that the P3-an Functional fiMer is no active at this point in time, which means [that t
Emitted immediately. -

The completion of the TesterPresent (3E hex) request message is indicated via N_USData-¢on in the clig

The reception of the TesterPresent (3E hex) request message is indicated in the servers via N_USDat
t in time, the previous received physical request is still pending in the server (net yet processed) and
I is stopped. Therefore, the received TesterPresent (3E hex) request message can-be ignored by the ser

When the P3.-,y Physical timer times out in the client, then the client can_transmit the next physical
est message by issuing N_USData.req to its network layer.

The completion of the physically addressed request message is indicated in the client via N_USData.cd
starts its P3aN physical fimer again. There is no response required to be transmitted, therefore the cl

needl to startits P25y cjient timer.

k
S3g

6.3.

Uns
Red
datd

Any
diag
acti
smg
resy
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The completion of the request message is indicated in the servers via N_USData.ind. In any non-defaul

L ver timer is now stopped.

5.4 Unsolicited response messages

olicited messages are those transmitted by the server(s) based on either a periodic scheduler
dDataByPeriodicldentifier in«9:3.4) or a configured trigger, such as a change of a DTC
Identifier value change (see.service ResponseOnEvent in 9.2.8).

unsolicited transmitted-response message shall not reset the S3g ¢, timer in the server. T
nostic session keep-alive latch-up effect in the server for cases where a periodic message tra
e or a timer-triggered event is configured in the server where the time interval between th
ller than S3gkver- The S3gener timer shall only be reset if the transmitted response message
It of progessing a request message and transmitting the final response message (such 3
tive resporise that indicates that a request to schedule one or more periodicDataldentifiers i
cessfully).

NO
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Figure 12 — Minimum time between physically addressed request messages (P3CAN_Physical)
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6.3.6 Error handling

Error handling for the application layer and session management to be fulfilled by the client and the server
during physical and functional communication shall be in accordance with Tables 7 and 8, in respect of which
it is assumed that the client and the server implement the application and session layer timing according to
this part of ISO 15765.
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Table 7 — Client error handling

Communication | Client error Client handling
phase type Physical communication Functional communication
The client shall repeat the last request,
after the time P3 .., following
CAN_Physical
N_USData.con | the error indication.
Request from network . The client shall repeat the last request,
g layer with a | Restart S3gjey in the case of a | after the time P3cay Functional FOIOWING

transmission

negative result

physically addressed and sequentially | the error indication.

value.

trarsmitted—TesterPresent—tbecause
S3cjlient has been stopped based on
the request message transmission).

Where the client does mat-'know the
number of servers résponding, then
this is the indicationfor the client that
no further response messages pre
expected. No 'retry of the request
message is ‘required.

The client shall repeat the last request. The clientshall completely receive| all

. response messages that are | in
P2:AN Giien . Restgrt S3cjent N the ~case O].c a progress until it can continue With
_| Timeout physically addressed and sequentially further requests
P2*caN clicht transmitted TesterPresent (because i
- S3¢jient Nas been stopped based on the~| Where the client knows the numbef of
request message transmission). responding servers, then this is fthe
indication for the client that not| all
expected servers responded.
The client shall repeat the request after
it has completely received @ny
response message that is in progress
at the point in time the timeout occufs.
The client shall'repeat the last request.
N_USData.ind . The client shall repeat the last request
Response from network | Restart 483y, in the case of a| after it has completely received @ny
POl layer with a | Physically addressed and sequentially | response message that is in progress
reception transmitted TesterPresent (because

negative result
value.

at the point in time the error has bgen

8§3jient Nas been stopped based on the | jndicated.

request message transmission).

The client grror handling defined’shall be performed for a maximum of two (2) times, which means that the worst-case

of service rgquest transmissions is three (3).

Table 8 — Server error handling

Communilcation

Server error type

Server handling

phase
N_USData.ind from network | Restart S3g timer (because it has been stopped based on
Request . . - oerver T . S
reception layer with a negative result | the previously received FirstFrame indication). The server shall

value.

ignore the request.

I320AN78erver

P2cAN_Client Timeout N/A
2 CAN_Client
Response N_USData.con from network | Restart S3g,,, timer (because it has been stopped based on

transmission

value.

layer with a negative result

the previously received request message). The server shall not
perform a retransmission of the response message.
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7 Network layer interface

7.1 General information

This part of ISO 15765 makes use of the network layer services defined in ISO 15765-2 for the transmission
and reception of diagnostic messages. This section defines the mapping of the Application layer protocol data
units (A_PDU) onto the Network layer protocol data units (N_PDU).

NOTE The network layer services are used to perform the application layer and diagnostic session management
timing+{see-6-3)-

7.2 FlowControl N_PCI parameter definition
The| client shall not use the values of F1 hex — F9 hex for the Stmin parameter. These/Stmin parameter values
sha|l be supported by the server(s) if requested by the vehicle manufacturer.

7.3 Mapping of A_PDU onto N_PDU for message transmission
Thel parameters of the application layer protocol data unit defined to request the transmission of a diagnostic
seryice request/response are mapped in accordance with Table 9 onto the parameters of the ngtwork layer
profocol data unit for the transmission of a message in the client/server.

Thel network layer confirmation of the successful transmission.of the message (N_USData.con) is forwarded
to the application, because it is needed in the application forstarting those actions, which shall he executed
immediately after the transmission of the request/response@message (ECUReset, BaudrateChangsg, etc.).

Table 9 — Mapping of ServiceName.request/ServiceName.response A_PDU
onto N_USData.request N_PDU

A_PDU parameter N_PDU parameter
(Application Protocol Description (Network Protocol Description
Data Unit) Data Unit)

A_BA ApplicationSource Address N_SA Network Source Addiress

A_TA Application Target Address N_TA Network Target Address

A_[latype Application Target Address N_Tatype Network Target Address type
type

A_RA Application Remote Address N_AE Network Address Extension

A_PCI.SI Application Protocol Control N_Data[0] Network Data
Information Service Identifier

A_pata[0]=~A_Data[n] | Application Data N_Data[1] N_Data[n+1] | Network Data

7.4 Mapping of N_PDU onto A_PDU for message reception

The parameters of the network layer protocol data unit defined for the reception of a message are mapped in
accordance with Table 10 onto the parameters of the application layer protocol data unit for the
confirmation/indication of the reception of a diagnostic response/request.

The network layer indication for the reception of a FirstFrame N_PDU (N_USDataFirstFrame.ind) is not
forwarded to the application, because it is only used within the application layer to perform the application
layer timing (see 6.3). Therefore, no mapping of the N_USDataFirstFrame.ind N_PDU onto an A_PDU is
defined.
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Table 10 — Mapping of N_USData.ind N_PDU onto ServiceName.conf/ServiceName.ind A_PDU

N_PDU parameter A_PDU parameter
(Network Protocol Description (Application Protocol Description
Data Unit) Data Unit)
N_SA Network Source Address A_SA Application Source Address
N_TA Network Target Address A TA Application Target Address
N_TAtype Network Target Address type A_TAtype Application Target Address type
N_AE Network Address Extension A_RA Application Remote Address
N_Data[0] Network Data A_PCIL.SI Application  Protocol Confrol
Information Service Identifier
N_Data[1] N_Data[n+1] | Network Data A_Data[0] - A_Data[n] Application Data
8 Standardized diagnostic CAN identifiers
8.1 Legislated 11 bit OBD CAN identifiers
The 11 bit CAN identifiers for legislated OBD can also be used for enhanced ‘diagnostics (e.g. the functipnal
request CAN Id can be used for the functionally addressed TesterPresent(3E hex) request message to Keep
a non-defayltSession active).
If the 11 bjt CAN Identifiers as specified in ISO 15765-4 are re-used for enhanced diagnostics, then|the
following refjuirements apply:
a) networl layer timing parameters according ISO 15765-4shall also apply for enhanced diagnostics;
b) the DLC (CAN data length code) shall be set to.eight (8) and the CAN frame shall include eight (8) bjtes
(unusefd bytes shall be padded).
NOTE IBO 15765-4 allows for max. 8 OBD\related servers (ECUs); therefore, 11 bit CAN identifiers for mgx. 8
servers are defined.
8.2 Legislated 29 bit OBD CAN identifiers
The 29 bit [CAN identifiers for, legislated OBD comply with the Normal fixed addressing format specified in
ISO 15765 and can also be-used for enhanced diagnostics.
If the 29 b|t CAN Identifiers as specified in ISO 15765-4 are re-used for enhanced diagnostics, then|the
following refjuirementsyapply:
a) network layertiming parameters as specified in ISO 15765-4 shall also apply for enhanced diagnostics;
b) the DLCShall be set 1o eight (8) and the CAN frame shall include eignt (8) bytes (unused bytes shall be
padded).
NOTE The CAN identifier values given in the tables use the default value for the priority information in accordance

with ISO 15765-2.

8.3 Enhanced diagnostics 29 bit CAN identifiers

8.3.1

General information

This section specifies a standardized addressing and routing concept for CAN using 29 bit identifiers. The
concept makes use of the well-known and approved mechanisms of the internet protocol (IP). By this means,
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standardized algorithms for addressing and routing can be used for all nodes in the whole network
independent of their positioning in subnetworks.

This addressing and routing concept provides the following features:

The
sub

8.3.

The
defi

bit

SAE
format. This enables the vehicle network designer to define non*diagnostic messages and asso|
ider
con
ISO)

8.3.

For

maximum flexibility during the design process of network structures,
full customization of network and node address,

the possibility of CAN controller hardware filter feature optimization by the assignment of the
network and node address,

appropriate

gateways need to know only network addresses of the connected sub-networks instead ofial
of their sub-network members.

following specifies the technical details of the CAN identifier structure, the structure of add
het masks. A detailed description of the algorithms used for routing and broadcastingris also in

P Structure of 29 bit CAN identifier

hitions in ISO 15765-2, 1ISO 15765-3 and ISO 15765-4 and with SAE.J1939-21. Therefore, the
5 (Reserved/Extended Data Page) and bit 24 (Data Page) in the 29)bit CAN identifier structur
F J1939-21 shall be used to determine whether a CAN identifier’and frame is of SAE J1939 of

s
4

tifiers customized according to his needs or to utilize and benefit from the definitions in S/
bination with a diagnostic services implementation¢as™ defined in ISO 15765-2, 1SO 14
15765-4.

R.1 Structure of SAE J1939 29 bit CAN identifier

information about the structure of the SAE@1939 29 bit CAN identifier format, see Table 11.

Table 11 — SAE J1939 structure of 29 bit CAN identifiers

| addresses

resses, and
luded.

29 bit CAN identifier structure specified in this document is compatible-ir’ regard to coexistence with the

encoding of
e defined in
ISO 15765
ciated CAN
\E J1939 in
h765-3 and

29 bit CAN identifier

282726 25 24 |(23 1615 |8 |7] 0
Reserved/ Déta PDU-specific Source aHdress
Rriority Extended PDU Format (destination or PDU format .
data page page extension) (unique sourde address)
8.32.2  Strueture of ISO 15765 29 bit CAN identifier
Table 12_shows the structure of 1ISO 15765 CAN identifier that can be distinguished from the |SAE J1939
format through the “SAE J1939 Reserved/Extended Data Page and ISO 15765 Extended Data Rage” bit 25
andl the) “SAE J1939 Data Page ISO 15765 Data Page” bit 24. Thus, 1ISO 15765-formatted and BAE J1939-
for T ' ift f i f f ence.
Table 12 — ISO 15765 structure of 29 bit CAN identifiers
29 bit CAN identifier
28 | 27 | 26 25 24 23 22 21 11 |10 0
Priority cIiEaXttaer;iZi E:g;ae ser\-ri)(lzze('?z)S) Source address Destination address
Encoding see Encoding see Unique source address, Unique destination address,
8.3.24 8.3.2.5 see 8.3.3 see 8.3.3
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8.3.2.3  Priority field

The priority field is defined as specified in SAE J1939, to make use of the arbitration mechanism of CAN.
Because the CAN identifier can no longer be assigned freely (source and target address are included in CAN
identifier), the priority of a CAN message would be assigned by the sender (source address) and the receiver
(target address) of that message indirectly. Eight (8) different priority levels are possible.

Priority level 6 (110b) shall be assigned to diagnostic request messages/frames.

8.3.2.4 Extended Data Page and Data Page field

The Extended Data Page and Data Page bits determine which format of the 29 bit CAN identifier shall be
used. Tablg 13 specifies the encoding.

Table 13 — Definition of Extended Data Page and Data Page field

Extended data page bit 25 | Data page bit 24 Description

0 0 SAE J1939-defined or manufacturer-defined “Normal Communication Message”
strategy if SAE J1939 is not implemented

0 1 SAE J1939-defined or manufacturer-defined ¢Normal Communication Message”
strategy if SAE J1939 is not implemented

1 0 SAE J1939-reserved or manufacturer<defined “Normal Communication Message”
strategy if SAE J1939 is not implemented

1 1 ISO 15765-3-defined

8.3.2.5 Type of service (TOS) field
The type of service field is used to be able to address, different services of a node without having to aspign

different adfresses to it. Thus, eight (8) different service types of a node can be addressed concurrently using
a single degtination address. The different types:of services and their usage are defined in Table 14.

Table 14 — Definition of Types Of Service (TOS)

Bit 23 | Bif 22 Type Of Service (TOS) Description

0 D ISO reserved This bit combination is reserved for future use by ISO.

This bit combination indicates that the messages are OEM-specific. A combinatidn of
0 [ OEM-definedymessages | ISO 15765-3 and legacy protocol messages can be used to support a mixturp of
servers on the same network with different protocol messages.

Network control message | This bit combination indicates that the frame(s) contain data sent and received by
1 D protocol / network gateways to supply information about the current state of subnets (e.g. network
management unreachable, network overload) and nodes (e.g. host unreachable).

This bit combination indicates an ISO 15765-3-defined diagnostic service addregsed
1ISOQ. 157653 dafinad to a2 node Thae usar data hyfnc of tha CAN "ame—cen-tai-n—d-iag-nost-ic—r-eq-uests

messages (ISO 15765-3) using the network layer services and transport layer defined in
ISO 15765-2.

8.3.2.6 Source address
The source address contains the address of the sending entity. This information ensures the correct

arbitration and can be used by the receiver of a message to address its replies. The structure of the source
address is described in 8.3.3.
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The destination address contains the address of the receiving entity. This can be a single node, the broadcast
address of a network or a generic broadcast. The destination address is used by gateways to determine
whether the CAN frame shall be routed to another CAN bus or not. The structure of the target address is
described in 8.3.3.

8.3.3 Structure of address

8.3.3.1 General information
Thel source and destination addresses are encoded in the 29 bit CAN identifier with a length of-1xbits each. In
the following subclauses, the letters “X” and “Y” are used to represent a variable parameter,
8.3B.2 Definition of address
An Tddress consists of two parts.
a) |Network address
The network address part consists of the first “X” sequential bits of-the address and determines a node's
network. The same network address shall be assigned to the<qaodes on one physical bus. The network
address part shall not have all bits set to one (1). Thus, theminimum length for the network gddress part
is two (2) bits. The maximum length is nine (9) bits because at least two (2) bits are needed to provide
valid node address parts. The maximum number of possible subnets can be calculated as follpws:
2X — 1 (where X is the number of bits used for.the network address part)
b) |[Node address
The node address part consists of the femaining “Y” (Y = 11 — X) sequential bits of the dddress and
determines the node within a subnet. J'shall be unique within the subnet. All bits set to zero (0} and all bits
set to one (1) are not allowed. Thus, the minimum length of the node address part is two (R) bits. The
maximum length is nine (9) bits because at least two (2) bits are needed for the network addregs part. The
maximum number of nodes persub-network can be calculated as follows:
2Y — 2 (where Y is the)number of bits used for the node address part)
A npde is assigned a unique address that shall be stored in the node’s internal memory. A node ghall receive
megsages with the node’s assigned address in the destination address field.
Table 15 presents an example for source and destination addresses. The sending and the recejiving nodes
are jon different)sub-networks.
Table 15 — Example for source and destination address
29 bit CAN identifier
28 | 27 |26 25 | 24 23 | 22 |21 11 (10 0
- Type of service N
Priority ISO 15765 Source address Destination address
0x6 format 1SO 15765-3 0x2ED 0x32F
messages
1|1|0 1 |1 1 |1 0|1|0|1|1|1|0|1|1|0|10|1|1|0|0|1|0|1|1|1|1
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8.3.3.3  Subnet mask
The subnet mask assigns the number of bits used for the network address part and for the node address part.

The length of the subnet mask is 11 bits (same as the length of the address). The value of a subnet mask is
assigned by setting the first “X” sequential bits set to one (1). The number of sequential bits set to one (1)
selects the network address part from the whole address. The remaining sequential bits set to zero (0) select
the node address part from the whole address (see Table 16 and Table 17 for examples of subnet masks for
sender and receiver).

Due to the fixed length of a subnet mask and the first “X” sequential bits set to one (1), only the number of bits
set to one {1) needs to be stored instead of the whole bit mask. Thus, a short notation is used to define a
subnet mask.

Table 16 — Example for sender’s subnet mask

Subnet mask

10|9|8|7|6|5|4|3|2|1|0

0x7CO0 (short notation: /5)

Network address part Node address part

1 1 1 1 1 0 0 0 0 0 0

Table 17 — Example for receiver’s>subnet mask

Subnet mask

10|9|8|7|6|5|4|3|2|1|0

0x7EO0 (short)notation: /6)

Network address part Node address part

1 1 1 1 1 1 0 0 0 0 0

Each node |is assigned a subnet mask that shall be stored in its internal memory. Nodes of the same subnet
are assigned the same subnet mask.

8.3.34 Network address

The netwolk address ‘@f a node can now be calculated using its assigned address and subnet mpsk.
Therefore, @ simple\bit’by bit AND operation of address and subnet mask shall be performed. See Table$ 18
and 19 for gxamples of determining the network address of sender and receiver.

Tablet§—Exampieforsender's etwork address

Source address
Bit 109 | 8|7 |6|5|4|3([2](1 0
Address: 0x2ED o|jt1jo|1|1[(1{Oof1|[1[O0]1
Subnet mask: /5 1{1|1]1]1]0]0]0f[O0Of[O0OfO
Network address: 0x2C0 o101 1710100 ]0]|0 0
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Table 19 — Example for receiver’s network address

Destination address
Bit 10(9 (8|7 |6 |5(4]|3|2]1 0
Address 0x32F 0] 1 1101011 011 1 1 1
Subnet mask: /6 1 1 111 1 1710]1]0]0]0 0
Network address: 0x320 of1j1|j0f0j1]|j0f0]O0O]|O 0

To describe a subnet, its network address and subnet mask are noted in the following form:

For

This

8.3.

8.3.

The
the
add
des

8.3.

The
nety
Thisg
nod
exa

<network address> / <short subnet mask notation>

the given examples this results in
sender’s subnet: 0x2C0/5

receiver’s subnet: 0x320/6

information is used by gateways for routing.
3.5 Broadcast address

3.5.1 Generic broadcast (0x7FF)

generic broadcast allows for broadcasting messages._to all nodes of a network. To send a |
whole network, the target address 0x7FF [all bits setto’one (1)] shall be used. A message wit
ress will be routed by all gateways. All nodes on the network shall receive and process me
ination address Ox7FF.

3.5.2 Subnet broadcast

subnet broadcast is intended tosbe“used for broadcasting messages to the nodes of a s
vork. To send a broadcast to a specific subnet, the broadcast address of that subnet shall be
is done by taking the destination's subnet information (network address and subnet mask) an
e address part bits [marked with zero (0) in subnet mask] to one (1). See Table 20 for a subng
mple for the receiver’s subnet.

Table 20 — Example for subnet broadcast to receiver’s network

Destination address

Bit 10(9 (8|7 |6|5]|4(|3(|2]1 0
Network address: 0x320 0 1 1 0OfO0 1 0l0]0]0 0
Subnet mask: /6 1 1 1 1 1 110[(0]0]O0 0

roadcast to
h that target
5sages with

pecific sub-
calculated.
d setting all
t broadcast

Broadcast address: 0x33F 0|1 1 001 1 1 1 1 1

Subnet broadcast messages are normally routed by gateways.

All nodes have to receive messages with the network address part equal to their own network address part

and

all bits set to “1” in the node address part of the destination address field.

8.3.4 Message retrieval

Each node on a subnet compares the destination address of a CAN frame with its own address. If those
match, the information contained is transferred to the next higher layer in the OSI model for further
processing.
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8.3.5 Routing

8.3.5.1 General information

Routing applies whenever nodes from physically disconnected subnets communicate with each other and
their CAN frames have to be transferred from one subnet to another subnet. This is performed by additional
nodes, which are physically connected to the network where the CAN frame is received and the network
where the CAN frame shall be transmitted to, to reach its destination. Thus, a CAN frame may pass several
gateways from its source subnet to its destination.

8.3.5.2 Ie(ka—aﬂdﬁubrw(-structure
Generally, networks can be designed as needed when the following restrictions are respected:

— addrespes shall be unique;

— all nodgs in a subnet have the same subnet mask;
— all nodes in a subnet have the same network address;

— wheneyer a network address is assigned to a subnet, no further network addresses in that address sqope
may bg assigned to other networks, as this would result in a routing probleni:

Figure 13 Bhows a configuration with four (4) subnets connected to<a)gateway. Three (3) subnets|are
connected through one gateway and the 4th subnet is connected through{an additional gateway.

AT A

0x500/5

node node node \
0x51A/5 0x51B/5 0x51C/5 /

Vi N /
/{oretes

node .
0x651/6 \
port 1: L
0x51D/5
¢ [ node \ gateway 1 . node \
0%683/6 port 2: port 3: | : 0x652/6
‘; / [T loxe81/6| |oxe54/5[T 1
net: 0x680/6| | /ﬁ\ : net: 0x650/6
' / : ! | | port1: !
\ node / 0x653/6 /
\) 0x684/6 A ! \ 0x642/6 \
S 4 ’ ’\ gateway 2 :
N Subnet 0x640/6: |\ | port2: /
'\ \ | 0%641/6 /
; \

node
0x643/6

Figure 13 — Network configuration example
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8.3.5.3 Gateways and routing

8.3.5.3.1 Description

Gateways are nodes connected to more than one subnet and therefore able to transfer CAN frames from one
subnet to another.

8.3.5.3.2 Ports

A port is the connection of a gateway to one physical subnet. A gateway shall have at least two (2) ports.

E Y- H ol & Il alal ol lo 4 1 £ 4l lo PR bool b
agn PUTTTS AasSoIlylicU a TITIWWUTR aUUTTOSS diTu SUUTITT TTTIASKN UT U SUUTTTCU TU TS LCUTTITITULITU T TU.

In Higure 13, the configuration includes two (2) gateways, where gateway 1 has three portsyand gateway 2
has|two ports.

8.3.56.3.3 Routing table

To getermine whether a CAN frame needs to be routed, a routing table shall_ be*generated and stored in the
gateway’s memory. A routing entry contains the network address, subnet ‘'mask and the port onh which the
subpet can be reached. Such an entry shall exist for each subnet that\is’connected (directly gr indirectly)
through this gateway.

Seqg Table 21 for the network shown in Figure 13. Through hierarchical design of the networks 640/6 and
650(6, the routing table entries can be reduced to one entry 640/5.

Table 21 — Routing4able example

subnet (network address/subnet mask) port

Gateway 1

500/5
680/6
640/5

Gateway 2

500/5
680/6
650/6
640/6

N ===

8.3.5.3.4 Routing algorithm

A gateway receives all messages from the ports that are connected to the different subnets. If thg gateway is
an addressable node, then only one address out of the address scopes of the subnets connectefl directly to
the ports of that gateway shall be assigned. An additional message retrieval check is performed before the
proper routing algorithm. If the destination address is Ox7FF, the message is copied to all ports except the one
on which the message was received. The normal routing algorithm is skipped.

After having received Message A, the routing steps shall be as shown in Figure 14.

8.3.5.3.5 Routing example

In Figure 15, a routing example is shown for a CAN message from the client with the address 0x51A to the
server with the address 0x642 using the routing information from Table 21.
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The following steps are performed by the gateways on reception of that message.

a) Gateway 1

1) Analysis of CAN-ID: DA = 0x642. See Tables 22 and 23.

Table 22 — Gateway 1 routing decision

b) Gatewpy 2

Routing decision Network Port
(0x642 AND 0x7C0) = 0x640 != 500 — no local message — routing 500/5 1
Table 23 — Gateway 1 routing analysis
Routing analysis Network Port
0x6%2 AND 0x7EO = 0x640 != 680 — next entry 680/6 2
0x6§2 AND 0x7CO0 = 0x640 = 640 — correct path 640/5 3
2) CHeck of whether the message is addressed to gateway: 0x642 != 0x654!
3) Fagrwarding of message to port 3.
1) Aralysis of CAN-ID: DA = 0x642. See Tables 24 and 25.
Table 24 — Gateway 2 routing decision
Routing decision Network Port
0x6f2 AND 0x7CO = 0x640 != 650 — no local message — routing 650/6 1
Table 25 —— Gateway 2 routing analysis
Routing analysis Network Port
0x6@2 AND 0x7EQ = 0x640 = 640.— correct path 640/6 2

2) check whether the message is addressed to gateway: 0x642 != 0x641.

3) fonward message to port 2.

38
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message received
on port_X

®

Result= go to next routing
DA AND SM entry (skip entries
(port_X) for receiving port)

of routing table yes

reached?

Result= ==

s __ Result==
y NA(port_X)== DA AND SM NA(entry-X)

Result? (entry_X) NS

yes

send message on

port(entry_X) GWAD(port_X)

?

process message

®

end of routing

Steps
A essage received on port “X”.

1 it by bit logical AND operation_iSiperformed with destination address of the received message and supnet mask of
the port on which the message wagreceived.

2 [The result is compared with_the network address of the port on which the message was received. [The network
addtess of the port is either stored in the node’s memory or can be calculated using the address and subnet mask of that
port| If the result and the network address are equal, the received message is a local message of the port’s spbnet and no
routing will apply (B),.If"the result and the port’s network address are different, a routing analysis shall be performed,
confjnuing with step-3:

3 |A bit by bitlogical AND operation is performed with destination address of the received message and the|subnet mask
of the current\teuting table entry.

4 [Thegesult of the operation and the network address of the current routing table entry are compared. If those matches
the :flgorithm will continue with step 8, otherwise the algorithm will continue with step 5.

5 [Ifthere are additional routing fable entries, the algorithm will continue with step 6. Otherwise no roufing will apply (B).
6 The next routing table entry is selected and the algorithm jumps back to step 3.

7 The destination address of the message is compared with the gateway’s address on the current port. This step is only
needed if the gateway is an addressable node, otherwise the algorithm jumps directly to step 8. If the destination address
is the address of the gateway for the current port, the algorithm continues with step 9. If destination address and address
of the gateway are not equal, the algorithm is continued at step 8.

8 The message is sent on the port of the routing table entry that matched the network address of the destination
address.

9 The message was addressed to gateway node and thus, it is processed by application.

B End of routing algorithm.
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Key

DA destination address

GWAD  gateway's address on port_X
NA network address

SM subnet mask

entry_X entry #X in the gateway's routing table
port_X  port #X of the gateway

Figure 14 — Routing algorithm sequence chart

client node node
— 0><51A/y 0x51B/5 0x51C/5

0x643/6

’ node node
/ 0x682/6 i 0x65176
/ port 1: |
. 0x51D/5 'I
~l node gateway 1 { node
| 0x683/6 port2: | [port 3P |\ 0x652/6
-\ 0x681/6| |0%654/5
\‘ node m ot ! !
server 0%653/6
\ 0x684/6 0x642/6 |
\ /\/ gatewayZI
|
: . port2: | |
AN e 0x641/6
~ e
node

Key
—— - ——={ virtual connection
message path on CAN bus
— — —= message path in gateway

Figure 15 — Routing example from client 0x51A to server 0x642

9 Diagnostic services implementation

9.1 Unified diagnostic services overview

This clause defines how the diagnostic services as defined in ISO 14229-1 apply to CAN. For each applicable
service, the applicable subfunction and data parameters are defined.

NOTE The subfunction parameter definitions take into account that the most significant bit is used for the
suppressPosRspMsglndicationBit parameter as defined in ISO 14229-1.
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The purpose of Table 26 is to provide an overview of all unified diagnostic services, as they are applicable for
an implementation of diagnostics on CAN. The table contains the sum of all applicable services. Certain
applications using this part of ISO 15765 to implement diagnostics on CAN may restrict the number of useable
services and may categorize them in certain application areas/diagnostic sessions (default session,
programming session, etc.).

Table 26 — Diagnostics on CAN — Unified diagnostic services overview

Diagnostic service name Service Id Subfunction suppressPosRspMsgindicationBit Subclause
(ISO 14229-1) value supported =TRUE (1)
(hex) (No response) supparted @
Diagnostic and Communication Management Functional Unit
DiggnosticSessionControl 10 Yes Yes 9.2.1
EClJReset 1" Yes Yes 9.2.2
SegurityAccess 27 Yes Yes 9.2.3
CommunicationControl 28 Yes Yes 9.24
TegterPresent 3E Yes Yes 9.2.5
SeguredDataTransmission 84 — N/A 9.2.6
CoptrolDTCSetting 85 Yes Yes 9.2.7
RegponseOnEvent 86 Yes Yes 9.2.8
LinkControl 87 Yes Yes 9.2.9
Data Transmission Funetional Unit
Reg@dDataByldentifier 22 — N/A 9.3.1
Re@adMemoryByAddress 23 — N/A 9.3.2
RegdScalingDataByldentifier 24 — N/A 9.3.3
RegadDataByPeriodicldentifier 2A — N/A 9.3.4
DymamicallyDefineDataldentifier 2C Yes Yes 9.3.5
WriteDataByldentifier 2E — N/A 9.3.6
WriteMemoryByAddress 3D — N/A 9.3.7
Stored Data Transmission Functional Unit
RefadDTClInformation 19 Yes Yes 9.4.1
ClgarDiagnosticlnformation. 14 — N/A 9.4.2
Input/Output Control Functional Unit
InputOutputControlByidentifier ‘ 2F ‘ — ‘ N/A ‘ 9.5.1
Remote Activation Of Routine Functional Unit
RoytineControl ‘ 31 ‘ Yes ‘ yes ‘ 9.6.1
YptoadBowmntoadFunctiomat-tmnit
RequestDownload 34 — N/A 9.7.1
RequestUpload 35 — N/A 9.7.2
TransferData 36 — N/A 9.7.3
RequestTransferExit 37 — N/A 9.7.4

2 |t is implied that suppressPosRspMsglindicationBit = FALSE (0) is supported by each service that utilizes a subfunction
parameter. It is the system designer's responsibility to assure that in case the client does not require a response message
[suppressPosRspMsglindicationBit = TRUE (1)] and the server might need more than P2¢ayN server 10 Process the request message
that the client shall insert sufficient time between subsequent requests. There might be situations where a server is not able to perform
the requested action nor being able to indicate the reason to the client.
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9.2 Diagnostic and communication control functional unit

9.21

DiagnosticSessionControl (10 hex) service

Table 27 defines the subfunction parameters applicable for the implementation of this service on CAN.

Table 27 — Subfunction parameter definition

Hex Description Cvt Mnemonic
(bit 6-0)
01 defaultSession u DS
02 ECUProgrammingSession ECUPS
03 ECUExtendedDiagnosticSession U ECUED$
Tables 28 gnd 29 define the structure of the response message data parameter sessionParameterRecordl as

applicable fpr the implementation of this service on CAN.

Table 28 — sessionParameterRecord definition

Byte pos. Description Cvt Hex Value Mnemonjc
in record
sessionParameterRecord[] #1 = [ SPREC|
#1 PZCAN_Server_max (high byte) M 00-FF P2CSMHi
#2 P2caN_server max (oW byte) M 00-FF P2CSMIl
23 PZ*CAN_Server_max (high byte) M 00-FF PZEggMH
4 PZ*CAN_Server_max (low byte) ] M 00-FF P2ECSML
Table 29 — sessionParameéterRecord content definition
Parametdr Description # of bytes Resolution min value max value
Default P2 timi rt th
P2can serverfmax | oo CAN_Server_max {IMING SUPPO ed by the 2 1ms 0ms 65535 Ms
- server for the activated diagnastic.session.
Enhanced (NRC 78 ~‘heX) P2can server max
P2*cAN_served max | supported by the server for'the activated diagnostic 2 10 ms 0ms 655350 s
session.

9.2.2 ECUReset (11 hex) service

Table 30 ddfines thessubfunction parameters applicable for the implementation of this service on CAN.

Table 30 — Subfunction parameter definition

Hex Description Cvt Mnemonic
(bit 6-0)

01 hardReset U HR

02 keyOffOnReset U KOFFONR
03 softReset U SR

04 enableRapidPowerShutDown U ERPSD

05 disableRapidPowerShutDown U DRPSD
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Table 31 defines the subfunction parameters applicable for the implementation of this service on CAN.

Table 31 — Subfunction parameter definition

Hex Description Cvt Mnemonic
(bit 6-0)
01 requestSeed RSD
02 sendKey U SK
03, 05, |requestSeed RSD
07-5F
04, 06, |sendKey U SK
08-60

9.24 CommunicationControl (28 hex) service

Table 32 defines the subfunction parameters applicable for the implementation/of this service on CAN.

Table 32 — Subfunction parameter‘definition

Hex Description Cvt Mnemonic
(bit 6-0)

00 enableRxAndTx U ERXTX

01 enableRxAndDisableTx u ERXDTX

02 disableRxAndEnableTx u DRXETX

03 disableRxAndTx u DRXTX

Table 33 defines the data parameters applicable for the implementation of this service on CAN.

Table 33 —'Data parameter definition — CommunicationType

Bt 1-0 Description Cvt NMnemonic
1b application U APPL
Ob networkManagement U NWM

initiglised at the samé. time.

Bit 1 — 0 can be used-innany combination. Each bit represents a communicationType. More then one communicationType fnay be

9.2.5 “TesterPresent (3E hex) service

Table 34 defines the subfunction parameters applicable for the implementation of this service on CAN.

Table 34 — Subfunction parameter definition

Hex Description Cvt Mnemonic
(bit 6-0)
00 zeroSubFunction M ZSUBF
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9.2.6 SecuredDataTransmission (84 hex) service

There are neither additional requirements nor restrictions defined for this service for its implementation on
CAN.

9.2.7 ControlDTCSetting (85 hex) service

Table 35 defines the subfunction parameters applicable for the implementation of this service on CAN.

Table 35 — Subfunction parameter definition

Hex Description Cvt Mnemoni¢
(bit 6-0)
01 o] M ON
02 off M OFF

9.2.8 ResponseOnEvent (86 hex) service

The following requirements shall apply for this service when implemented on CAN.

a)

c)

Multipl¢ ResponseOnEvent services may run concurrently with, /different requirements (diffg
EventTlypes, serviceToRespondTo-Records, ...) to start and stop.diagnostic services.

While the ResponseOnEvent service is active, the server shall be able to process concurrent diagn
requesf and response messages accordingly. This should*be accomplished with a (different) pa
servicelToRespondTo-request/response CAN identifiers. See Figure 16. If the same diagn
requesl/response CAN identifiers are used for diagnéstic communication and the serviceToRespong
responges, the following restrictions shall apply.

1) THe server shall ignore an incoming dijagnostic request after an event has occurred and
sefviceToRespondTo-response is in progress, until the serviceToRespondTo-response is comple

2) Afler the client receives any response after sending a diagnostic request, the response shal
clgssified according to the possible serviceToRespondTo-responses and the expected diagnd
regponses that have been sent.

3) If the response is asserviceToRespondTo-response (one of the possible responses set up
RgsponseOnEvent-sérvice), the client shall repeat the request after the serviceToRespong
regponse has bgen.seceived completely.

4) If the response is ambiguous (i.e. the response could originate from the serviceToRespon
inifiated.by an event or from the response to a diagnostic request), the client shall present
regponse both as a serviceToRespondTo-response and as the response to the diagnostic reqy
The'“client shall not repeat the request with the exception of NegativeResponseQ

rent

stic
r of
stic
i1 To-

the
ted.

be
stic

with
i To-

dTo
the
est.
ode

busyRepeatRequest (21 hex). (See the negative response code definitions in ISO 14229-1.)

The ResponseOnEvent service shall only be allowed to use those diagnostic services available in
active diagnostic session.

the

d) While the ResponseOnEvent service is active, any change in a diagnostic session shall terminate the
current ResponseOnEvent service(s). For instance, if a ResponseOnEvent service has been set up

e)

44

during extendedDiagnosticSession, it shall terminate when the server switches to the defaultSession.

If a ResponseOnEvent (86 hex) service has been set up during defaultSession, then the following shall

apply:
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1) If Bit 6 of the eventType subfunction parameter is set to 0 (do not store event), then the event shall
terminate when the server powers down The server shall not continue a ResponseOnEvent
diagnostic service after a reset or power on (i.e. the ResponseOnEvent service is terminated).

2) If Bit 6 of the eventType subfunction parameter is set to 1 (store event), it shall resume sending
serviceToRespondTo-responses according to the ResponseOnEvent-set up after a power cycle of

the server.
client server
SF-Diag- |
Request - STRT-Resp. FF——Event
—
— i
= server ignores request
STRT-FC}—__
—.
—.
—.
—.
]
_— STRT-CF
—
—
—
/

L .— STRT-CF

The 8STRT-response is completed and
SF-Diag- thetester repeats the diagnostic reques

/
—
—
—
/
Regques \ if the response is a valid STRT-respongde.
server responds to request

—

Response

Figure-16'— Concurrent request when the event occurs

f) |The subfunction parameter value responseRequired = “no” should only be used for the eventType =
stopResponseOnEvent, startResponseOnEvent or clearResponseOnEvent The server spall always
return a responseto the event-triggered response when the specified event is detected.

g) |The server shall return a final positive response to indicate the ResponseOnEvent (86 hex) [service has
reached:\the end of the finite event window, unless one of the following conditions apply:

1)..%f eventTypes do not setup ResponseOnEvent, such as stopResponseOnEvent,

2) if the infinite event window was established

— if the Service has been deactivated before the event window was closed,

— Bit 6 of the eventType subfunction parameter is set to 0 (do not store) and the server powers
down or resets.

h) When the specified event is detected, the server shall respond immediately with the appropriate

serviceToRespondTo-response message. The immediate serviceToRespondTo-response message shall
not disrupt any other diagnostic request or response transmission already in progress (i.e. the
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serviceToRespondTo-response shall be delayed until the current message transmission has

completed — see Figure 17).

i) The Re
a resp
time, t
eventT
approp

client server
Diag-

Request \
/ Diag-Resp. FF _ __

—- Event

been

FC\
/ Diag-resp. CF
/ Diag-resp. CF

STRT-response
is delayed

Diag-Response is

_— STRT-Resp. FF—=—-

——
—
—

FCl—__
\\\\\\\—
____—{STRTCF
————" ___{STRTCF
R

completed-and
the server sends

the(STRT-response.

Figure 17 — Event occurrenceé during a message in progress

A mirnimum separation. time between serviceToRespondTo-responses could be part of
eventTlypeRecord (vehicle-manufacturer-specific).

Tables 36 gnd 37 define the subfunction parameters applicable for the implementation of this service on C

Table 38 dg

fines the data parameters applicable for the implementation of this service on CAN.

sponseOnEvent service shallanly apply to transient events and conditions. The server shall refurn
bnse once per event occurrence. For a condition that is continuously sustained over a period of
he response service shall be executed only one time at the initial occurrence. In case
ype is defined so that sserviceToRespondTo-responses could occur at a high frequency,

riate measures have1o be taken in order to prevent back to back serviceToRespondTo-respon

the
hen
5es.
the

AN.

Table 36 — eventType subfunction bit 6 definition — StorageState

Bit 6 Description Cvt Mnemonic
value
0 doNotStoreEvent M DNSE
1 storeEvent U SE
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Hex Description Cvt Mnemonic
(bit 5-0)
00 stopResponseOnEvent U STPROE
01 onDTCStatusChange U ONDTCS
02 onTimerinterrupt U OTI
03 onChangeOfDataldentifier U OCOCID
04 reportActivatedEvents U RAE
D5 startResponseOnEvent U BTRTROE
D6 clearResponseOnEvent U CLRROE
D7 onComparisonOfValues M ocov
Table 38 — Data parameter definition — serviceToRespondToRecord.serviceld
Recommended services (ServiceToRespondTo) RequestService Identifier (Sid)
ReadDataByldentifier 22 hex
ReadDTClInformation 19 hex
RoutineControl 31 hex
InpytOutputControlByldentifier 2F hex

9.2

LinkControl (87 hex) service

Table 39 defines the subfunction parameterssapplicable for the implementation of this service on CAN.

Table 39— Subfunction parameter definition

Hex Description Cvt Mnemonic
(bif 6-0)
D1 verifyBaudrateTransitionWithFixedBaudrate U BTWFBR
D2 verifyBaudrateTransitionWithSpecificBaudrate u BTWSBR
D3 transitionBaudrate U B
9.3| Datatransmission functional unit
9.3.1 —ReadDataByldentifier (22 hex) service
There are neither additional requirements nor restrictions defined for this service for its implementation on
CAN.
9.3.2 ReadMemoryByAddress (23 hex) service

There are neither additional requirements nor restrictions defined for this service for its implementation on

CAN.
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9.3.3 ReadScalingDataByldentifier(24 hex) service

There are neither additional requirements nor restrictions defined for this service for its implementation on

CAN.

9.3.4 ReadDataByPeriodicldentifier (2A hex) service

The two types of response messages as defined for this service in ISO 14229-1 are mapped onto CAN as

information for segmented data transmission.

4) UUDT

48

follows.

— Response-message-type #1 (including-the service-identifierthe echo of the periodicDataldentifierand the
data of the periodicDataldentifier): This type of response message is mapped onto a USDT3) meSsage,
using the same response CAN identifier as used for any other USDT response message. The-USDT
message for a single periodicDataldentifier shall not exceed the size of a single CAN frame, which megans
that thg complete USDT response message shall fit into a SingleFrame N_PDU.

— Response message type #2 (including the periodicDataldentifier and ,the data of |the
periodicDataldentifier): This type of response message is mapped onto a UUDT. message, using a
different CAN identifier as used for the USDT response message. The UUDT) message for a single
periodicDataldentifier shall not exceed the size of a single CAN frame.

The mapping of the two response types lead to certain client and server requirements as listed in Tables 40

and 41.

Table 40 — Periodic transmission — Requirements for the response type #1 message mapping
Message fype Client request Server response Further server restrictions
requirements requirements
Any,ether new incoming request shall be prioritized and the perjodic
tranSmission may be delayed.
The periodic response is processed in the server as a regular USDT
. message (with protocol control information (PCI), service idertifier
USDT Only single-frame | (g)q) and periodicDataldentifier) and is processed by the server
responsesfor | hotwork layer. This means that a maximum of 5 data bytes| are
uses the same periodic transmission | 5y gilable for the data of a periodicDataldentifier when using nofmal
CAN identifier for N tricti Vllti-frame addressing and 4 data bytes when using extended addressing fof the
diagnostc o restrictions response message
- fesponses to new p ge.
communicatipn and -
- (non-periodic- . . .
periodi o For an incoming multi-frame request message, any scheduled
. transmission) - L ) . .
transmissjon requests possible periodic transmission shall be delayed in the server immediately gfter
the N_USDataFF.ind of a multi-frame request or the N_USData.ind of
a SingleFrame request is processed by the application. Onceg the
complete service is processed (including the final resppnse
message), the transmission of the periodic messages shall be
continued.
3) USDT Unacknowledged Segmented Data Transfer, I1ISO 15765-2 network layer, includes protocol control

Unacknowledged Unsegmented Data Transfer, single CAN frames, do not include protocol control
information, which results in max. 7/8 data bytes for normal/extended addressing.
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Table 41 — Periodic transmission — Requirements for response type #2 message mapping

Message type

Client request
requirements

Server response
requirements

Further server restrictions

uuDnT

Only single-frame
responses for
periodic transmission

The request for periodic transmission is processed

as a regular

diagnostic request and the response is sent via the network layer (as

a USDT message with service identifier 6A hex).

On receiving the N_USData.con that indicates the completion of the
transmission of the positive response, the application starts an
independent scheduler, which handles the periodic transmission.

Ees a different

CAN identifier for
periodic

ransmission

C

No restrictions

Multi-frame
responses to new
(non-periodic-
transmission)
requests are possible

The scheduler in the server processes the periodic tranlsmission as a

single frame UUDT-message in a by-pass (i.ecwrit
message directly to the CAN-controller/data link ‘layer
using the network-layer).

bs the UUDT
driver without

For an UUDT-message there is no need.to include p
information (PCl) and service identifier (Sld), only

otocol control
the periodic

identifier is included, so a maximum of 7 data bytes cgn be used for

the data of a periodicDataldentifier for normal addressi
bytes for extended addressing:

hg and 6 data

Figyres 18 and 19 graphically depict the two types of periodic reSpohse messages, as the server should
hanfdle them. Furthermore, the figures show that the periodically.transmitted response messages
anylinfluence on the S3g, ¢ timer of the server. For both figures. it is assumed that a non-default$ession has
beeh activated prior to the configuration of the periodic scheduler (the ReadDataByPeriodicldentjfier service
requiires a non-defaultSession in order to be executed).

do not have
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@  The diagnostic application of the client starts the transmission of the ReadDataByPeriodicldentifier (2A hex) request

message by issuing a N_USData.req to its network layer. The network layer transmits the ReadDataByPeriodicldentifier
(2A hex) request message to the server. The request message can either be a single-frame message or a multi-frame
message (depends on the number of periodicDataldentifier contained in the request message). For the example given, it

is assumed that the request message is a SingleFrame message.
b

described in 6.3.5.1.1 and 6.3.5.1.2 applies.
(o}

described in 6.3.5.1.1 and 6.3.5.1.2 applies. Furthermore, the server stops its S3g,,,, timer.
d

ReadDataByPeriodicldentifier positive response message to indicate that the request has been processed

The completion of the request message is indicated in the client via N_USData.con. Now the response timing as
The completion of the request message is indicated in the server via the N_USData.ind. Now the response timing as

For the figure given, it is assumed that the client requires a response from the server. The server shall transmit the

and that the

trangmissiomof the perfodic essages witt start afterwards:

he completion of the transmission of the ReadDataByPeriodicldentifier response message is indicated
_USData.con. Now the server restarts its S3g, ., timer, which keeps the activated non-default session 4

he completion of the multi-frame request message is indicated in the server via the N_USData.i
nse timing as described in 6.3.5.1.1 and 6:3.5.1.2 applies. The scheduler for the transmission of
ages remains disabled.

or the figure given, it is assumed that the client requires a response from the server. The server shal

res

shall not act on the received-TesterPresent (3E hex) request message, because its S3g,, , timer is not yet re

hen the diagnaStic-service is completely processed, then the server restarts its S3g,, ., timer. This me
diagnhostic service{including TesterPresent (3E hex), resets the S3g,,,, timer. A diagnostic service is m

in the server
ctive as long

dic message
se message.

med that the
e client. The

y issuing a
est message
t the request

se timing as

SingleFrame
duler for the
handling any

hd. Now the
the periodic

transmit the
[ is assumed

rPresent (3E

he server is in the process of transmitting the multi-frame response of the previous request. Therefore, the server

tactivated.

ans that any
pant to be in

prodress any time’bétween the start of the reception of the request message (N_USDataFF.ind or N_USDat4.ind receive)

and|the completion of the transmission of the response message, where a response message is req
completion.of.any action that is caused by the request, where no response message is required (point in time
would cause the start of the response message). This includes negative response messages including re
78 Rex~The server re-enables the periodic scheduler when the service is completely processed (final respo

Lired, or the
reached that
sponse code
se message

completely lfd”b”lilleu).
(0]

The server restarts the transmission of the periodic response messages (SingleFrame message). Each periodic

message utilizes the network layer protocol and uses the response CAN identifier that is also used for any other response
message. Therefore, the server issues a N_USData.req to the network layer each time a periodic message is transmitted
and no other service is currently in the process of being handled by the server. The transmission of the periodic response
messages has no influence on the S3g,, . timer (see 6.3.5.4).

P Once the S3,, timer is started in the client (non-defaultSession active), this causes the transmission of a
functionally addressed TesterPresent (3E hex) request message, which does not require a response message, each time
the S3) timer times out.

4  Upon the indication of the completed transmission of the TesterPresent (3E hex) request message via
N_USData.con of its network layer, the client once again starts its S3,,; timer. This means that the functionally
addressed TesterPresent (3E hex) request message is sent on a periodic basis every time S3;.,; times out.

Figure 18 — Response message type #1 handling

© 1SO 2004 — All rights reserved 51


https://standardsiso.com/api/?name=0a6d8d32f7e7034eb84a124ecbab5b18

ISO 15765-3:2004(E)

client server
|

N_USData.req —@ =3 |
g .
< |
N v
= .
Lo
3 |

start o
N_USData.con —@ | L | : @— N_USData.ind
) stop

| P2CAN70I|ent P2CANiserver |

* @— N_USData.req
start of response

X
[0)
! <o
| . |
[ONNeR 1
i S3ciient % 8
) 3 start
N_USDatalind @_ N_USData.con
stop |
! o @— N_UUData.req
S
| |
°S
N_UUData]ind o N_UUData.con
| T - N_UUData.req
| % 2 S:-)’Server |
N_UUDatalind Q© N_UUData.con
| T f N_UUData.req
: 5 a
| £g |
o3
N_UUData]ind o N_UUData.con
N_USData|req g — | ~N
| 3 . @— N_USDataFF.ind
start g Q¥ I
N_USData.con —@ T T O— N_| USData ind
| PZCAN_CIient |32CAN_Server
o O— N_| UUData req
. 5
o2
| i
N_UUData|ind o N_ UUData con
| ot of O— N_ USData req
N_USDataFA.ind t start of response Any TesterPreser(t
| stop T O— N_| UUData req that is received
i 8o > during a disabled
| . 8s S3genver timer willlbe
N_UUDatalind N_UUData.con ignored by the sefver
N_USData|req —@ - — o
timeout a 1]
| S a 5 i
i B 3
c
| start 3 o
N_USData fon @— (N_USData.ind)
| e
i _8 E:' N_UUD:’:lta.req
o< N_UUData.con
N_UUDatalind Q© ) |
N_USDatZIind @— N_USData.con _J
|
| S3ciient S f - N_UUData.req
| g2 |
°g
N_UUData.ind o N_UUData.con
| T @— N_UUDIata.req
i ge |
| 5 .
N_UUData.ind o N_UUData.con
N_| USData re —O —
q timeout ] S3server
S
B F
start 5 @
N_USData.con —@ N_USData.ind
stop/
start

52 © 1SO 2004 — Al rights reserved


https://standardsiso.com/api/?name=0a6d8d32f7e7034eb84a124ecbab5b18

ISO 15765-3:2004(E)

@  The diagnostic application of the client starts the transmission of the ReadDataByPeriodicldentifier (2A hex) request

message by issuing a N_USData.req to its network layer. The network layer transmits the ReadDataByPeriodicldentifier
(2A hex) request message to the server. The request message can either be a single-frame or multi-frame message
(depends on the number of periodicDataldentifier contained in the request message). For the example given, it is

assumed that the request message is a SingleFrame message.
b

described in 6.3.5.1.1 and 6.3.5.1.2 applies.
Cc

described in 6.3.5.1.1 and 6.3.5.1.2 applies. Furthermore, the server stops its S3g,,,., timer.

d |t is assumed that the client requires a response from the server. The server shall
ReadDataByPeriodicldentifier positive response message to indicate that the request has been processed

The completion of the request message is indicated in the client via N_USData.con. Now the response timing as
The completion of the request message is indicated in the server via the N_USData.ind. Now the response timing as

transmit the

and that the

trangmission of the periodic messages will start afterwards.

€ [The completion of the transmission of the ReadDataByPeriodicldentifier response message is indicated

\_USData.con. Now the server restarts its S3g,,,, timer, which keeps the activated non-default session &
does not time out.

via |
as it
f

uuL

The server starts to transmit the periodic response messages (single-frame message). Each periodic
T message and uses a different CAN identifier as used for any other response message (USDT CA
Thegefore, the server issues a N_UUData.req each time a periodic message is transmitted independent
service currently processed by the server. This means that the transmission of the periodic response messag
even when the server is in the process of handling another diagnostic service request. The transmission o
response messages has no influence on the S3g,, timer (see 6.3.5.4).

g
N_U
can
mul{
h
des
|

The diagnostic application of the client starts the transmission of the* next request message H
SData.req to its network layer. The network layer transmits the requestimessage to the server. The reqy
either be a single-frame or multi-frame message. For the example given, it is assumed that the request
-frame message.

The completion of the request message is indicated in the client via N_USData.con. Now the respor
ribed in 6.3.5.1.1 and 6.3.5.1.2 applies.

The start of a request message is indicated in the server'via N_USDataFF.ind (or N_USData.ind for
est messages) while a periodic scheduler is active. The\server does not stop the periodic scheduler for th
essing the received request message. This means that the server transmits further periodic messages fo
rocessing the diagnostic service. The client shall be aware of receiving these periodic responsg
nermore, any time the server is in the process:of-handling any diagnostic service it stops its S35, timer

reqy
prog
of ¢
Furt
j
resp
k
posi
that
the

The completion of the multi-frame request message is indicated in the server via the N_USData.i
onse timing as described in 6.3.5.1.1 and.6.3.5.1.2 applies.

For the figure given, it is assumed that the client requires a response from the server. The server shal
ive (or negative) response message via issuing N_USData.req to its network layer. For the example, i
the response is a multi-frame (message. While the multi-frame response message is transmitted by the n
eriodic scheduler continues, to transmit the periodic response messages.

hen the 83, timer times out in the client, then the client transmits a functionally addressed Tl
(3E pex) request message to'reset the S3g,, . timer in the server.

shall not act on thefeceived TesterPresent (3E hex) request message, because its S3ggner timer is not yet re

hen the diagnostic service is completely processed, then the server restarts its S3g,, ., timer. This me
diagnostic serviee, including TesterPresent (3E hex), resets the S3g,,,, timer. A diagnostic service is m

in the server
ctive as long

hessage is a
N identifier).
of any other
es continues
the periodic

y issuing a
est message
nessage is a

se timing as

SingleFrame
e duration of
the duration

messages.

b
e

hd. Now the

transmit the
t is assumed
etwork layer,

esterPresent

he server is in the-process of transmitting the multi-frame response of the previous request. Therefore, the server

tactivated.

ans that any
pant to be in

progdress,any.:time between the start of the reception of the request message (N_USDataFF.ind or N_USDat4.ind receive)

and|the “completion of the transmission of the response message, where a response message is req

Lired, or the
reached that

completion of any action that is caused by the request, where no response message is required (point in time

would cause the start of the response message). This includes negative response messages including re
78 hex.

[¢]

sponse code

Once the S3.,, timer is started in the client (non-defaultSession active), this causes the transmission of a

functionally addressed TesterPresent (3E hex) request message, which does not require a response message, each time

the S3ig timer times out.
p

Upon the indication of the completed transmission of the TesterPresent (3E hex) request message via N_|

USData.con

of its network layer, the client once again starts its S3;,, timer. This means that the functionally addressed

TesterPresent (3E hex) request message is sent on a periodic basis every time S3,; times out.

Figure 19 — Response message type #2 handling
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Table 42 defines the data parameters applicable for the implementation of this service on CAN.

Table 42 — Data parameter definition — TransmissionMode

Hex Description Cvt Mnemonic
01 sendAtSlowRate U SASR
02 sendAtMediumRate U SAMR
03 sendAtFastRate U SAFR
04 stopSending U SS

9.3.5 DynamicallyDefineDataldentifier (2C hex) service

When the ¢
periodicDat
then the rg
31 hex (reg
response m

When mul
periodicDat
subsequent
periodicDat

Table 43 dg

lient dynamically defines a periodicDataldentifier and the total length of the dynamically def
hldentifier exceeds the maximum length that fits into a single frame periodic fesponse mess
quest shall be rejected with a negative response message including negative response d
uestOutOfRange). See ReadDataByPeriodicldentifier (9.3.4) for details\regarding the peri
essage format.

tiple DynamicallyDefineDataldentifier request messages are ‘used to configure a si
bldentifier and the server detects the overrun of the maximum number of bytes durin
request for this periodicDataldentifier, then the server) shall leave the definition of
bldentifier as it was prior to the request that lead to the overrun.

fines the subfunction parameters applicable for the indplementation of this service on CAN.

Table 43 — Subfunction-parameter definition

ned
hge,
ode
bdic

hgle

g a
the

Hex Description Cvt Mnemonig
(bit 6-0)

01 defineByldentifier U DBID

02 defineByMemoryAddress DBMA

03 clearDynamicallyDefinedDataldentifier u CDDDI
9.3.6 WriteDataByldentifier (2E hex) service
There are neither additi6nal requirements nor restrictions defined for this service for its implementation on
CAN.
9.3.7 WriteMemoryByAddress (3D hex) service
There are neitheradditiormatrequirements nor Testrictionsdefimed—forthis—service forits—imptermentation on
CAN.

9.4 Stored data transmission functional unit

9.4.1 Rea

dDTCInformation (19 hex) service

Table 44 defines the subfunction parameters applicable for the implementation of this service on CAN.
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Table 44 — Subfunction parameter definition

Hex Description Cvt Mnemonic
(bit 6-0)

01 reportNumberOfDTCByStatusMask U RNODTCBSM
02 reportDTCByStatusMask M RDTCBSM
03 reportDTCSnapshotldentification U RDTCSSI
04 reportDTCSnapshotRecordByDTCNumber U RDTCSSBDTC
05 reportDTCSnapshotRecordByRecordNumber U RDTCSSBRN
D6 reportDTCExtendedDataRecordByDTCNumber U RD[TCEDRBDN
D7 reportNumberOfDTCBySeverityMaskRecord U RNDDTCBSMR
D8 reportDTCBySeverityMaskRecord U RPTCBSMR
D9 reportSeveritylInformationOfDTC U RSIODTC
DA reportSupportedDTC U RSUPDTC
DB reportFirstTestFailedDTC U RFTFDTC
DC reportFirstConfirmedDTC U RFCDTC
DD reportMostRecentTestFailedDTC U RMRVDTC
DE reportMostRecentConfirmedDTC U RMRCDTC
DF reportMirrorMemoryDTCByStatusMaskr U RMMDTCBSM
10 reportMirrorMemoryDTCExtendedDataRecordByDTCNumber: U RMMDEDRBDN
11 reportNumberOfMirrorMemoryDTCByStatusMask U | RNQMMDTCBSM
12 reportNumberOfEmissionsRelatedOBDDTCByStatusMask C [RNOPBDDTCBSM
13 reportEmissionsRelatedOBDDTCByStatusMask C ROBDDTCBSM

Table 45 defines the DTC status bits applicable for the implementation of this service on CAN.

Where a DTCFailureTypeByte is tused when implementing this service on CAN, the DTCFailyreTypeByte
defipitions shall be in accordanee with ISO 15031-6.

Table 45 — DTC status bit definitions

git Description Cvt Mnemonic
Non-
Emission Emission
testRailed U U TF
testFailedThisMonitoringCycle M C, TFTMC
pendingDFS P Y PDTC
3 confirmedDTC M M CDTC
4 testNotCompletedSincelLastClear C, C, TNCSLC
5 testFailedSinceLastClear C, C, TFSLC
6 testNotCompletedThisMonitoringCycle M M TNCTMC
7 warninglndicatorRequested M U WIR

C, Bit1 (testFailedThisMonitoringCycle) is Mandatory if Bit 2 (pendingDTC) is supported. Bit 1 (testFailedThisMonitoringCycle) is User
Optional if Bit 2 (pendingDTC) is not supported.

C, Bit4 (testNotPassedSinceLastClear) and Bit 5 (testNotFailedSinceLastClear) shall always be supported together.
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9.4.2 ClearDiagnosticinformation (14 hex) service

Table 46 defines the data parameters applicable for the implementation of this service on CAN.

Table 46 — Data parameter definition — GroupOfDTC

Hex Description Cvt Mnemonic
000000 — FFFFFE |Individual / Single DTC u SDTC
FFFFFF All Groups (all DTCs) M AGDTC
9.5 Input/Output control functional unit
9.5.1 InputOutputControlByldentifier (2F hex) service
In the case|where the first byte of the controlOptionRecord is used as an InputOutputControlParameter, then
Table 47 ddfines the data parameters applicable for the implementation of this service~on CAN.
Table 47 — Data parameter definition — inputOutputControlParameter
Hex Description Cvt Mnemonif
00 returnControlToECU U RCTECU
01 resetToDefault U RTD
02 freezeCurrentState U FCS
03 shortTermAdjustment U STA
9.6 Rempte activation of routine functional-unit
9.6.1 RoytineControl (31 hex) service
Table 48 ddfines the subfunction parameters applicable for the implementation of this service on CAN.
Table 48 — Subfunction parameter definition
Hex Description Cvt Mnemonig
(bit 6-0)
01 sfartRoutine U STR
02 sfopRoutine STPR
03 rgquestRoutineResults U RRR
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9.7 Upload/Download functional unit

9.7.1 RequestDownload (34 hex) service

There are neither additional requirements nor restrictions defined for this service for its implementation on
CAN.

9.7.2 RequestUpload (35 hex) service

There are neither additional requirements nor restrictions defined for this service for its implementation on
CAN:

9.7.3 TransferData (36 hex) service

There are neither additional requirements nor restrictions defined for this service farits implenentation on
CAN.

9.7.4 RequestTransferExit (37 hex) service

There are neither additional requirements nor restrictions defined for this service for its implenentation on
CAN.
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10 Non-volatile server memory programming process

10.1 General information

This clause defines a framework for the physically oriented download of one or multiple application
software/data modules into non-volatile server memory. The defined non-volatile server memory programming

sequence addresses

a) vehicle-manufacturer-specific needs in performing certain steps during the programming process, while
being cempliantwith-the-general-service-exescutionreguirements-as-specified in1S014229-1 (suchas the
sequertial order of services and the session management),

b) the CAN bus being a network with multiple nodes connected, which interact with each other, using normal
commynication CAN messages,

c) use of |either a physically oriented vehicle approach (point-to-point communication'~~’ servers do| not
support functional diagnostic communication) or a functionally oriented vehicle appfoach (point-to-point
and pdint-to-multiple communication — servers support functional diagnostic cemmunication). A sipgle
vehiclel shall only support one of the above mentioned vehicle approaches.

The prograjnming sequence is divided into two programming phases. All steps are categorized based on the

following types.

a) Standardized steps: this type of step is mandatory. The client and-\the server shall behave as specified.

b) Optional/recommended steps: this type of step is optional. Optional steps contain recommendation$ on
how an operation shall be performed. Where the specified functionality is used, then the client and| the
server phall behave as specified.

c) Vehiclg manufacturer specific steps: the usage and ‘content of this step is left at the discretion off the
vehiclel manufacturer and shall be in accordance with 1ISO 14229-1 and ISO 15765-3.

The defined steps can either be

— functionally addressed to all nodes on the CAN network (functionally oriented vehicle approach, seryers
supporf functional diagnostic communication), or

— physically addressed to eachnode on the CAN network (physically oriented vehicle approach, serverg do
not support functional diagnostic communication).

Each step ¢f the two programming phases of the programming procedure will specify the allowed addresging

method fon that step. “The vehicle-manufacturer-specific steps can either by functionally or physig¢ally

addressed (depends,onithe OEM requirements).

See Figure |20.
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a) |Programming phase #1 -— download of application software and/or application data

Within programming.phase #1, the application software/data is transferred to the server.

1) Optional Pre-Programming step — Setup of CAN network for programming

fProgramming
> phase #2
optional)

Figure 20 — ISO 15765-3 non-volatile server memory programming process overview

The presprogramming step of phase #1 is optional and used to prepare the CAN ngtwork for a
programming event of one or multiple servers. This step provides certain hooks where a vehicle
ntanufacturer can insert specific operations that are required for the OEM vehicle’s CAN network
(perform wake-up, determine communication parameters, read server identification data, ¢tc.).

THiS Step also contains provisions 1o INcrease the baud rate to improve download performance. The
usage of this functionality is optional and can only be performed in case of a functionally oriented
vehicle approach (functional diagnostic communication supported by the servers).

The request messages of this step can either be physically or functionally addressed.
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b) Progrgmming phase #2 — Seryer configuration (optional)

60

2)

3)

Server Programming step — Download of application software and application data

The server programming step of phase #1 is used to program one or multiple servers (download of
application software and/or application data and/or boot software).

Within this step, only physical addressing is used by the client, which allows for parallel or sequential
programming of multiple nodes. In the case where the pre-programming step is not used, then the
DiagnosticSessionControl (10 hex) with subfunction programmingSession can also be performed
using functional addressing.

At the end of this step, the reset of the re-programmed server(s) is optional. The use of the reset

ren HH A Bregramming—phase—#2—in—order—to—finally—eonelude; the
programming event by physically clearing DTCs in the re-programmed server(s), because after] the
phlysical reset during this step the re-programmed server(s) enable(s) the default sessien [and
perform(s) their normal mode of operation while the remaining server(s) have still disabled nofmal
communication. The re-programmed server(s) will potentially set DTCs.

Furthermore, it shall be considered that the re-programmed server could agtivate a new sqgt of
diggnostic CAN identifiers, which differs from the ones used when performing a-programming eyent
(see 10.3).

If gither the server that was re-programmed does not change its communication parameters o1 the
clignt knows the changed communication parameters, then following-the reset certain configurgtion
dafa can be written to the re-programmed server.

gst-Programming step — Re-synchronization of CAN network after programming

The post-programming step of phase #1 concludes (the programming phase #1. This step is

The CAN network is transitioned to its normal mode of operation. This can either be done via a reset
usjng the ECUReset (11 hex) servicg ;or an explicit transition to the default session via|the
DiggnosticSessionControl (10 hex) séryice. The DiagnosticSessionControl (10 hex) service shall not

Prograjnming phase #2 is-an optional phase in which the client can perform further actions that|are
needed to finally concludé.a programming event (write the VIN, trigger Immobilizer learn-routine, gtc.).
For example, if the server(s) that has (have) been re-programmed is (are) physically reset during| the

server programming(step of programming phase #1, then DTCs shall be cleared in this server(s).

When gxecuting this phase, the downloaded application software/application data is running/activated in

the serjer and-the server provides its full diagnostic functionality.

1)

Pre-Programming step — Setup of CAN network for server configuration

The pre-programming step of phase #2 is used to prepare the CAN network for the programming
step of phase #2. This step is an optional step and provides certain hooks where a vehicle
manufacturer can insert specific operations that are required for OEM vehicle’s CAN network (e.g.
wake-up, determine communication parameters).

The request messages of these steps can either be physically or functionally addressed.
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2) Programming step — Final server configuration

The programming step is used to, for example, write data (e.g. VIN), after the server reset.

The content of this step is vehicle-manufacturer-specific.

If the server(s) that has (have) been re-programmed are physically reset at the end of the server
programming step of programming phase #1, then DTCs shall be cleared in this server(s) during the

programming step of phase #2.

The request messages of these steps are physically addressed.

3) Post-Programming step — Re-synchronization of CAN network after final server.configuration
The post-programming step concludes programming phase #2. This step is performefd when the
programming step of each reprogrammed server is finished. The CAN network-is transifioned to its
normal mode of operation.

This step can either be functionally oriented (servers support functional*diagnostic communication) or
physically oriented (servers do not support functional diagnostic conimunication).

The request messages of these steps can either be physically or functionally addressed.

10.2 Detailed programming sequence
10.2.1 Programming phase #1 — Download of application’software and/or application data

10.2.1.1 Pre-Programming step of phase #1 — Setup of CAN network for programming

Figyre 21 graphically depicts the functionality embedded in the pre-programming step.

10.2.1.2 Programming step of phase #1=— Download of application software and data
Follpbwing the pre-programming step;”the programming of one or multiple servers is performed. The
programming sequence applies.for a programming event of a single server and is therefor¢ physically
oriehted. When multiple servers are programmed, then multiple programming events either run in parallel or
will pe performed sequentially.

Figyre 22 graphically depicts the functionality embedded in the programming step of phase #1.

10.2.1.3 Post-Programming step of phase #1 — Re-synchronization of CAN

Figyre 23 graphically depicts the functionality embedded in the post-programming step of phase #1.
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Vehicle-manufacturer
specific steps

Standardized steps
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(extended Diagnostic

@ Diagnostic Session Control
Session)

4

Post-initialization of the
CAN link

€)

' \

Control DTC setting
TC Setting Type = off)

“ J

4

s N

Gommunication control
(disable non-diagnostic
communication)

©

©

4

Read server identification C
f

assign dynamic CAN Ids
prepare server(s) for prog.

4 !

Link control

@ (verify baudrate)
Link control

(switch baudrate)

4

~— A
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@  Prior to any communication on the CAN link the network shall be initialized, which means that an initial wake-up of the

CAN network shall be performed. The wake-up method and strategy is vehicle-manufacturer-specific and optionally to be
used. Furthermore, this step allows for a determination of the server communication parameters such as the network
configuration parameter serverDiagnosticAddress and the CAN identifiers used by the server(s).

b In order to be able to disable the normal communication between the servers and the setting of DTCs, it is required to
start a non-defaultSession in each server where normal communication and DTCs shall be disabled. This is achieved via a
DiagnosticSessionControl (10 hex) service with sessionType equal to extendedDiagnosticSession. The request is either
transmitted functionally addressed to all servers with a single request message, or physically addressed to each server in
a separate request message (requires a physically addressed TesterPresent (3E hex) request message to be transmitted
to each server that is transitioned into a non-defaultSession). It is vehicle-manufacturer-specific whether response

messages are required or not.

c
initig
EXA

perfd
keep

d
DTA
mes
spe
e
(28
(ondg
on
sing
mary
f
follg

g

and
link(
tran
to Yy

ollowing the ftransition Into the extendedDiagnosticSession,
lization steps can optionally be performed.
MPLE A vehicle-manufacturer-specific additional initialization step can be to issue a request that causes)gate:
rm a wake-up on all CAN links which are not accessible by the client directly through the diagnostic conneetor. Th
the CAN link(s) awake as long as the non-defaultSession is kept active in the gateway.

further  vehicle-manufacturer-specifi

The client disables the setting of DTCs in each server using the ControlIDTCSetting” (85 hex)
SettingType equal to “off”. The request is either transmitted functionally addressed tocall'servers with a §
sage, or transmitted physically addressed to each server in a separate request message. It is vehicle-n
ific whether response messages are required or not.

The client disables the transmission and reception of non-diagnostic messages using the Communi
nex) service. The controlType parameter and communicationType parameterwalues are vehicle-manufad
OEM might disable the transmission only while another OEM might disable’the transmission and the reg
ehicle-manufacturer-specific needs). The request is either transmitted“functionally addressed to all s
e request message, or transmitted physically addressed to each server in a separate request message
ufacturer-specific whether response messages are required or net.

After disabling normal communication an optional vehicle-manufacturer-specific step follows, whic
wing.

Reading the status of the server(s) to be programmed.(e.g. application software/data programmed).
Reading server identification data from the server(s)-to be programmed:

1) identification (see ISO 14229-1, dataldentifier definitions)

applicationSoftwareldentification, applicationDataldentification, bootSoftwareldentification;
fingerprint (see ISO 14229-1, dataldentifier definitions)

applicationSoftwareFingerprint; applicationDataFingerprint, bootSoftwareFingerprint.

2)

Communication configuration suéh as dynamic assignment of CAN identifiers for a “Service ECU”.

Preparation of non-programmmable servers for the upcoming programming event in order to allow ther
their CAN hardware acceptance filtering in a way that they can handle a 100 % bus utilization without d
frames (only accept thefunction request CAN identifier and its own physical request CAN identifier).

t is optional to increase the baud rate for the programming event in order to decrease the overall progn
to gain additiohal*bandwidth to be able to program multiple servers in parallel. A LinkControl (87 hex
ontrol equalite-either verifyBaudrateTransitionWithFixedBaudrate or verifyBaudrateTransitionWithSpecif
smitted functionally or physically addressed to all servers with a single request message with responseRd
es”. This service is used to verify if a baud rate switch can be performed. At this point the baud rate

perf

brmed.( A second LinkControl (87 hex) service with subfunction transitionBaudrate is transmitted

c CAN link
vay devices to
e gateway will

service with
ingle request
hanufacturer-

cationControl
turer-specific
eption based
brvers with a
It is vehicle-

h allows the

n to optimize
ropping CAN

amming time
service with
cBaudrate is
bquired equal
switch is not

functionally

addressed to all servers with a single request message with responseRequired equal to “no”.
Onc%mmmm previously
verified baud rate for the programming event. The servers have to transition the baud rate within a vehicle-manufacturer-
specific timing window. For this duration plus a safety margin, the client is not allowed to transmit any request message
onto the CAN network (including the TesterPresent request message). When the baud rate transition is successfully
performed, then the baud rate shall stay active for the duration the server switches between non-defaultSessions. Once
the server transitions to the defaultSession, it shall re-enable the normal speed baud rate of the CAN link it is connected
to.

The usage of the baud rate switch requires the support of functional diagnostic communication in each server on
a single CAN link that shall be transitioned to a higher baud rate, because the transition of the baudrate shall be
performed at the same time by all nodes (including the client).

Figure 21 — Pre-programming step of phase #1 (STP1)
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@ The programming event is started in the server(s) via a physically/functionally addressed request of the

DiagnosticSessionControl (10 hex) service with sessionType equal to programmingSession. When the server(s) receive(s)
the request, it/they shall allocate all necessary resources required for programming. It is implementation specific whether

the server(s) start(s) executing out of boot memory.

b

A programming event should be secured. The SecurityAccess (27 hex) service shall be mandatory for emissions-

related and safety systems. Other systems are not required to implement this service. The method on how a security
access is performed is specified in ISO 14229-1.
It is vehicle-manufacturer-specific to write a "fingerprint" into the server memory prior to the download of any routine
and/or application software/data. The "fingerprint" identifies the one who modifies the server memory. When using this
option then the dataldentifiers bootSoftwareFingerprint, applicationSoftwareFingerprint and applicationDataFingerprint

Cc

shall be used to write the fingerprint information (see ISO 14229

Asi
tran
j
prog
resp
Req
k
has
rout

The
vehi

g routine, using the RoutineControl (31 hex) service to execute the erase routine.

-1 - dataldentifier definitions).

including the appropriate negative{ résponse d

he memory of the server shall be erased in order to allow an application software/data download. Thi

here the server does not have the memory programming routine stored in permanent memory, then 4

ach download of a contiguous block of application software/data to a non-volatile server memory loca
lete application software/data module or part of a software/data module) shall always follow the general
od using the following service sequence:

RequestDownload (34 hex);

TransferData (36 hex);

RequestTransferExit (37 hex).

ngle application software/data block might require multiple TransferData (36 hex) request messages to H
Emitted (this is the case if the length of theblock exceeds the maximum network layer buffer size).

t is vehicle-manufacturer-specific if a RoutineControl (31 hex) is used to check whether the download o
ram routine was successful. Alternative methods are to provide the result in the RequestTransfe
onse message or via a negative response message including the appropriate negative response
LestTransferExit request messade.

Once all application software/data blocks/modules are completely downloaded, the client shall verify if 1
been performed succ€ssfully by initiating a routine in the server using the RoutineControl (31 hex)
ne either triggers the_sefver to check

the reprogramming,dependencies and to perform all necessary action to proof that the download and
into non-volatile'memory was successful, or

it requests-the server to calculate the checksum and submit the checksum to the client via a RoutineCg
responsesmessage (requestRoutineResults) for a comparison with a checksum contained in the client.
calculation method (e.g. CRC32, CRC16, 2 byte accumulated checksum, etc.) used is left at the dis
Cle manufacturer.

ynload of the
bwnload (...),

the memory
ive response
ode to the
5 is achieved

download of
guence with

the memory
Exit positive
code to the

tion (either a
data transfer

e completely
the memory
Exit positive
code to the

he download
service. This

brogramming
ntrol positive

retion of the

The

cheCksum comparison method (e.g. server side, client side) is left at the discretion of the vehicle manufa

turer.

Following the download of the application software/data, it is optional to physically reset the re-programmed server in
order to enable the downloaded application software/data. It shall be considered that the re-programmed server could
activate a new set of diagnostic CAN identifiers, which differs to the ones used when performing the programming event
(see 10.3). If either the server that was re-programmed does not change its communication parameters or the
programming environment know the changed communication parameters, then following the reset certain configuration
data can be written to the re- programmed server.

! Following the download of the application software/data, it is vehicle-manufacturer-specific to perform further
operations such as writing configuration data (e.g. VIN, etc.) back to the server. This also depends on the functionally that
is supported by the re-programmed server when running out of boot.

Figure 22 — Programming step of phase #1 (STP2)
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Standardized steps
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ol
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The receptid
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10.2.2 Pro

10.2.21 R

The pre-prq

certain actipn after the software reset of the repregrammed server. This will be the case when the server ¢

not provide
during the ¢

Figure 24 g

10.2.2.2 K

The progra

nt transmits either an ECUReset (11 hex) service request message onto the CAN netwerk with reset]
jReset or DiagnosticSessionControl (10 hex) with sessionType equal to defaultSession. This can eithg
nally addressed or physically addressed (depends on the supported vehicle approach).! Further it is veh
-specific whether a response message is required or not.

[ rate switch has been performed, then this step shall be performed functiohally, not requiring a resp
icause the servers perform a baud rate transition to their normal speed of operation.

n of the ECUReset (11 hex) request message causes the server(sy to-perform a reset and to stari
n.

Figure 23 — Post-programming step of phase #1 (STP3)

gramming phase #2 — Server configuration

re-programming step of phase #2 — Server configuration
gramming step of phase #2 is optional and should be used when there is the need to pert

the required functionality to finally” conclude the programming event when running out of
rogramming step of phase #1.

raphically depicts the functidnality embedded in the pre-programming step of phase #2.

rogramming step of phase #2 — Final server configuration

reprogram
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functionality to persform an action when running out of boot during the programming step of phase #1. W
multiple senvers‘require performing additional functions, then multiple programming steps can run in parall
will be perfarmed sequentially

mming step Gf-phase #2 is optional and contains any action that needs to take place with
ed server after the reset (when the application software is running) such as writing spe
information. This step might be required in case the server does not provide the requ

I'ype
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boot
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Figure 25 graphically depicts the functionality embedded in the post-programming step of phase #1.

10.2.2.3 Post-programming step of phase #2 — Re-synchronization of CAN network

The post-programming step of phase #2 is used to conclude the programming phase #2.

Figure 26 graphically depicts the functionality embedded in the post-programming step of phase #2.
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Prior to any communication on the CAN link the network,shall be initialized, which means that an initial w|
network shall be performed. The wake-up method and strategy is vehicle-manufacturer-specific and op

hermore, this step allows for a determination~of the server communication parameters such as
guration parameter serverDiagnosticAddress:and the CAN identifiers used by the server(s).

n order to be able to perform certain serviceés in the programming step of phase #2, a non-defaultSes
ed in each server on the CAN link that-is\involved in the conclusion of the programming event. This is pe
nosticSessionControl (10 hex) service with sessionType equal to extendedDiagnosticSession.

Following the transition into «the extendedDiagnosticSession, further vehicle-manufacturer-specifi
lization steps can optionally be performed.

MPLE A vehicle-manufacturer-specific additional initialization step can be to issue a request that causes gatew
rm a wake-up on all CAN links which are not accessible by the client directly through the diagnostic connector. Th
the CAN link(s) awake as1ong as the non-defaultSession is kept active in the gateway.

Figure 24 — Pre-programming step of phase #2 (S4)
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Optional/ Recommended Vehicle-manufacturer
steps specific steps

STPS

@ Clear Diagnostic
Information

@[ Further action with ECU ]

@ In case tfhe re-programmed server(s) has (have) been reset during the programming step of programming phaseg #1,
then any diagnostic information that might have been stored in the re-programmed“server(s) when the server was alrgady
running in the default session while other servers on the link still had normafsommunication disabled shall be reset Via a
physically addressed ClearDiagnosticlnformation (14 hex) service.

b The clieft performs any operation that is required in order to concludé’the programming event with the server, sugh as
writing confiquration data (e.g. VIN).

Figure 25 — Programming-step of phase #2 (STP5)

Standardized steps

&)

@ Diagnostic Session Control
(default Session)

End

@  The client transmits a DiagnosticSessionControl (10 hex) request onto the CAN network with sessionType equal to
defaultSession. The reception of the DiagnosticSessionControl (10 hex) causes all servers to start the defaultSession. The
request can either be transmitted functionally addressed or physically addressed. The request shall be transmitted to all
servers which were involved in the conclusion of the programming event and therefore stay in a non-defaultSession.

Figure 26 — Post-programming step of phase #2 (STP6)
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10.3 Server reprogramming requirements

10.3.1 Programmable servers and their categories
The non-volatile server memory programming process can be applied to a programmable server in
a) reprogram a server that has previously been fully programmed,

b)
element of its full combination of application software and application data,

3:2004(E)

order to

program a server which has been shipped to the vehicle assembly plant or service facility without some

reprogram a server which has detected an error with memory locations containing software o/
and which has forced the server to run out of boot software.

c)

Programmable servers fall into three categories.

PRG&_TYPE_A servers are programmable servers that have already been fully, programmed (e

errgr. A server missing application data (or missing application software and application data)

calibration,

ther by the
vironment).
m using the
t diagnostic

hent of their
b a memory
could have

perfmanent diagnostic CANids pre-programmed. A programmable server which is not fully programpmed and is

usefl on a single platform would most likely have its.permanent diagnostic CANids pre-prog
programmable server which is not fully programmed and*can be used in multiple platforms might
permanent diagnostic CANIds pre-programmed, unless all of the platforms can standardize the C
by that server (or multiple parts are released to accommodate the differences in CANids between
A PRG_TYPE_B server meets these criteria @nd has its permanent diagnostic CANIds pre-prog
PRG _TYPE_C server meets these criteria vand does not have its permanent diagnostic C
programmed. PRG_TYPE_B and PRG .TYPE_C servers shall not attempt to participate in any no
communication message exchange (inter-server communication).

NOT1
diag
boot

E A server executing bootisoftware due to a memory fault is considered to be PRG_TYPE_B
hostic CANIds are comprehended in the boot software. If the permanent diagnostic CANIds are not com
software, then the server is‘\considered PRG_TYPE_C.

If p¢rmanent diagnostic. GANIds are pre-programmed, a programmable server shall respond to a
requliests which contain/one of the permanent diagnostic CANIds supported by the server (PRG_T]

rammed. A
ot have the
ANIds used
platforms).
rammed. A
ANIds pre-
h-diagnostic

if permanent
brehended in

| diagnostic
YPE_A and

PRG_TYPE_B). df:permanent diagnostic CANIds are not pre-programmed (PRG_TYPE_C), the server shall
not | respond o/ diagnostic request messages until diagnostic responses are enabled. The|support of
PRG&_TYPE\C/servers and the process of enabling diagnostic responses are vehicle-manufacturef-specific.

Thel following is an example of how diagnostic responses can be enabled in PRG_TYPE_C servers.

p

A PRG_TYPE_C server shall not send positive or negative response messages for any diagnostic service
until the client enables them. While diagnostic responses are disabled, the server shall only process (but not
respond to) diagnostic requests sent using the functional request CANId addressed to all nodes on the CAN
network. Diagnostic responses shall become enabled once the server receives a DiagnosticSessionControl
(10 hex) service, followed by a CommunicationControl (28 hex) service request and a ReadDataByldentifier
(22 hex) service request with dataldentifier equal to serverDiagnosticAddress. The PRG_TYPE_C server shall
only respond to the ReadDataByldentifier (22 hex) service request during this sequence, and shall respond to
all subsequent diagnostic requests until a S3g,, timeout occurs or an ECUReset (11 hex) request is
received.
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Once a PRG_TYPE_C server has enabled diagnostic responses, it shall enable two special case diagnostic

CANids for
a)

CANId
b)

CANId

programming purposes. The special-case CANIds are defined as follows.

shall be used as the physical request CANId.

shall be used as the response CANId.

PRG_PrimeReq CANId = Oxx hex, where “xx” represents the server's diagnostic address value. This

PRG_PrimeRsp CANId = 3xx hex, where “xx” represents the server’s diagnostic address value. This

During the sequence to enable diagnostic responses, the PRG_TYPE_C server shall respond to the

ReadDataB

yldentifier (22 hex) service request using the PRG PrimeRsp (3xx hex) CANId.

Diagnostic
application
the now cdg
diagnostic 4§

10.3.2 Requirements for all servers to support programming

During a pjogramming session, servers shall default their physical I/O pins (whérever possible and wit

risk of dam
current dra

Servers sha
dropping C
filtering in

recognize the need to modify its acceptance filtering by receiving the DiagnosticSessionControl (10

service with

(programmable or non-programmable servers) might need.te'be instructed to modify their acceptance filte

for the dur
manufactur

The Diagn
followed b
ControlDTd
disabling of
being progr
programmir

10.3.3 Requirements for programmable servers to support programming

10.3.3.1 H
All servers
the assemb
required at

CANIds and non-diagnostic message CANIds for a fully programmed server are part of
data downloaded to the server during a programming event. Upon completion of a software r¢g
mpletely programmed server(s) shall recognize its (their) specific CANId assignments for
nd diagnostic messaging.

hge to the server/vehicle and without risk of safety hazards) to a predefined state which minim
V.

Il ensure that they can handle 100 % bus utilization at any allowed programming baud rate wit
AN frames during the programming event. A server may need to modify its hardware acceptg
rder to meet this requirement (see also 10.2.1.1). The‘server(s) actually being programmed

sessionType equal to programmingSession. The\server(s) which are not actually program

ption of the programming event. The method~on how those servers are instructed is veh
pr-specific.

psticSessionControl (10 hex) service, with sessionType equal to extendedDiagnosticSes
a CommunicationControl (28 hex) service that disables non-diagnostic messages an
Setting (85 hex) service that disables setting of DTCs, shall be used by the server to recognize

ammed. The extendedDiagnosticSession shall be kept active by the client for the duration of
g event.

lardware requirements

hat are~programmable shall be able to interface with the programming tools used by developm
ly plant and by service via the appropriate pins of the vehicle diagnostic connector. The only pg
he“vehicle diagnostic connector for programming shall be vehicle battery power.

the
set,
non-

hout
izes

hout
nce
can
hex)
med
ring
cle-

sion
d a
the

normal communication andfte ‘ensure that a server does not set DTCs while another servér is

the

ent,
wer

Any server that is properly installed in the vehicle and is programmable shall be able to be programmed via
the vehicle diagnostic connector. Removal of the server from the vehicle in order to perform programming

shall not be

required.

10.3.3.2 Software requirements

10.3.3.2.1

Application software

If the application software is programmable, then the application software shall be capable of being
programmed separately from the application data. This allows for assembly plant programming of only
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calibrations. Deviations from this requirement shall be agreed upon by all responsible at the OEM and shall be
documented accordingly.

A server shall be capable of using the same diagnostic CANIds for the duration of a programming event. This
means that a server which stores the permanent diagnostic CANIds in calibration and is fully programmed at
the beginning of a programming event (SPS_TYPE_A server) shall use the permanent diagnostic CANIds
even after the application data have been erased. The application software is not required to retain the
permanent diagnostic CANIds if the programming event is interrupted prior to its completion and the server
has performed a software reset.

A server that is only capable of application data programming (e.g. the application software is part of ROM
and[application date stored In EEPROM) shall have In the application software the equivalent junctionality
spefified for the boot software in the subsequent subclauses.

10.3.3.2.2 Application data

Application data (calibration data) shall be capable of being programmed sepafately from the
softiare. This allows for assembly plant programming of application data“only. Deviation
requiirement shall be agreed upon by the responsible at the OEM and shall be-documented accord

application
5 from  this

ngly.

The server shall support either one or both of the following methods of programming calibrations:

a) |programming an individual application data module;
b) |programming multiple (or all) of the application data modulesduring a single programming evgnt.
10.3.3.3 Boot software description and requirements

All programmable servers that support programming-of the application software shall contain boof software in

ab
con

The

app
afte

bot memory region. Servers that support boot-software shall continue to execute out of the
plete set of application software and application date is programmed.

boot memory shall be protected.against inadvertent erasure such that a failed attemp
ication data or application software)does not prohibit the server's ability to recover and be p
I the failed attempt. The server shall be able to recover and be reprogrammed if any of the fol

boot until a

t to modify
rogrammed
owing error

conflitions occur during the programming process:

a) |loss of supplied power-carnnection.

b) |loss of the ground.connection.

¢) |disruption o \CAN communication.

d) |over- erunder-voltage conditions.

Boqgt software resides in the boot memory region and is the software that a server begins exefuting upon
powertp—Fransfer-of-program—eeontro-to-the-bootsoftware—also-occurs-onece—the—serveris—nformed that it is

about to be programmed (reference the DiagnosticSessionControl service and the programming process
defined in 10.2.1.2). No programmable server operating out of boot memory shall transmit a non-diagnostic
communication message or unsolicited diagnostic message.

10.3.3.3.1 Boot software general requirements

All servers operating out of boot memory shall be able to receive diagnostic messages. A server shall be
capable of using the same diagnostic CANIds for the duration of a programming event. This means that a
server which is fully programmed at the beginning of a programming event (PRG_TYPE_A server) shall use
its permanent diagnostic CANIds during the programming. To accomplish this, the permanent diagnostic
CANIds shall be provided to the boot software from the application software when program control is
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transferred back to the boot software. The boot software is not required to retain the permanent diagnostic
CANIds passed from the application software if the programming event is interrupted prior to its completion
and the server has performed a software reset and becomes a PRG_TPE_C server (this is valid if the boot

software only supports the non-permanent CANIds).

The boot software shall be protected. The boot software can be protected via hardware (e.g. via settings in a
control register which prevents certain sectors of the memory from being erased or written to) or software (e.g.
address range restrictions in the programming routines). It is recommended that the boot software not be
capable of being modified by the same programming erase/write routines that are used to modify the
application software and application date. Programming the boot software as part of the programming process

may be allowed, prn\/ir‘lnd that a mechanism is in pl:\r\n to_ensure that there is no pneeihilify that the server

could fail &
subsequent

10.3.3.3.2

During the
while durin
transitioned
service.

During prog

Tables 49 t
server. The

Boot software diagnostic service requirements

t a point of the programming process where it cannot recover and be programmed._Wwith a
programming event.

post-programming step of phase #1 the server either runs out of application saftware or out of Hoot,

ramming phase #2 the application software is running.

j the programming step of phase #1 the server runs completely out of 'boot, because it |has
to boot when the programming session is enabled via the DiagnosticSessionControl (10

nex)

b 51 define the minimum diagnostic service requirements fordhe boot software of a programmable
listed services have to be supported in order to fulfil thetequirements for performing non-volgtile

server memory programming during programming phase #1. The tables make use of the steps defineq for

programmir]
by the vehig

Table 49 — Boot software diagnostic service support during pre-programming step of phase #1

g phase #1 (see 10.2.1). The service(s) to be supported for steps (a), (c) and (f) shall be deflned
le manufacturer.

Seryice Subfunction/Data parameter Sequence Remark
step No.
DiagnosticSgssionControl sessionType= (b) Mandatory:
(10 hex) extendedDiagnosticSession Required for session management (S3g,,, ., timeput,
(03 hex) especially when performing a baudrate transition and
SecurityAccess service).
CommunicatfonControl controlType = (d) Mandatory:
(28 hex) vehiclesmanufacturer-specific The server does not need to perform any special
(disable non-diagnostic action (non-diagnostic messages are disabled when
communication messages) running out of boot), except the transmission gf a
positive response message.

ControlDTCSetting DTCSettingType = (e) Mandatory:

(85 hex) off (02 hex) The server does not need to perform any special
action (DTCs are disabled when running out of bdot),
except the transmission of a positive respopse
message

ReadDataByldentifier dataldentifier = () Optional:

(22 hex) vehicle-manufacturer-specific Required to be supported when reading
software/data identification data.

LinkControl linkControlType = (9) Optional:

(87 hex) verifyWithFixedBaudrate Required to be supported when performing a

(01 hex), baudrate switch.
verifyWithSpecifcBaudrate
(02 hex),
transitionBaudrate
(03 hex)
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Table 50 — Boot software diagnostic service support during programming step of phase #1

server at the end of the programmin
server(s) that have been reprogrammed
perform a software reset in order to start t
software.

Service Subfunction/Data parameter Sequence Remark
step No.
DiagnosticSessionControl sessionType = (a) Mandatory:
(10 hex) programmingSession Required for compatibility with application software in
(02 hex) order to allow for the identical handling in the
programming application of the client.
SecurityAccess securityAccessType = (b) Optional:
(27 hex) readSeed (01 hex), Required to be supported by theft-, emission- and
sendKey (03 hex) safety-related systems.
WriteDataByldentifier bootSoftwareFingerprint, (c), (m) Optional:
(2H hex) appSoftwareFingerprint, Required for writing the fingerprint [ and other
appDataFingerprint, identification data.
vehicle-manufacturer-specific
RegquestDownload vehicle-manufacturer-specific (d), (9), (i) Mandatory:
(34| hex) In general required for\the transfer of dpta from the
- . client to the server when running out of bogt.
TrgnsferData routine data, application
(36| hex) software, or application data
RequestTransferExit vehicle-manufacturer-specific
(37| hex)
RogtineControl routineControlType = (e), (f), (h), Mandatory:
(31| hex) startRoutine (01 hex) (), (k) Required for the check of the programming
. e dependencies. Can also be used when| an optional
routineldentifier = check of a successful transfer of data is pefformed (on a
checkProgDependencies service 34, 36, 37 hex sequence basis).
ECJReset resetType = 0] Mandatory:
(11| hex) hardReset (01 hex) Required for a physical reset of the rejprogrammed

iy step. The
are forced to
e application

The¢ service(s) to be supported for step (m) shall bedefined by the vehicle manufacturer.

[able 51 — Boot software(diagnostic service support during post-programming step of ghase #1

(11| hex)

Service Subfunction / Sequence Remark
Data parameter step
ECUReset hardReset (a) Mandatory:

The server(s) that have been reprogrammed
perform a software reset in order to start th
software.

are forced to
e application

10.3.34 Security requirements

All programmable servers that have emission-, safety- or theft-related features shall employ a seed and key
security feature, accessible via the SecurityAccess (27 hex) service, to protect the programmed server from
inadvertent erasure and unauthorized programming. All such field service replacement servers shall be
shipped to the field with the security feature activated (i.e. a programming tool cannot gain access to the
server without first gaining access through the SecurityAccess service).

It is recommended, but not required, that all development servers use the “1s” complement of the seed as the

valid key.
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10.3.3.5 Application software and application data file formats and requirements

The boot software, application software and application data files can have the following formats.

a) Binary — Raw binary file
This means that the client issues a RequestDownload (34 hex) service prior to the download, transmits
the whole data of the binary file with one or multiple TransferData (36 hex) services, and concludes the

transfer via the RequestTransferExit (37 hex) service.

b) Intel Hex5— ASCII file according to Intel Hex format

This means that the client transfers each contiguous block of data contained in the Intel Hex fil¢ by
issuing| a RequestDownload (34 hex) service prior to the download of the contiguous block, transmitg the
whole flata of the contiguous block with one or multiple TransferData (36 hex) services, and:conclydes
the trapsfer via the RequestTransferExit (37 hex) service. The client repeats the transfer-sequence pntil
all configuous blocks of the Intel Hex file are transferred.

c) Motordla S19%) — ASCII file according to Motorola S19 format

This means that the client transfers each contiguous block of data containedin the Motorola S19 file by
issuing| a RequestDownload (34 hex) service prior to the download of the ‘contiguous block, transmitg the
whole flata of the contiguous block with one or multiple TransferData.(36 hex) services, and conclydes
the trapsfer via the RequestTransferExit (37 hex) service. The client repeats the transfer sequence pntil
all configuous blocks of the Motorola S19 file are transferred.

Transferring blocks of data during the programming step where thé non-volatile memory is not affected by the
transmitted|data shall be avoided. This either requires the use’ef the Intel Hex or Motorola S19 file format|or a
split into myltiple modules when binary file format is used.

10.3.4 Software, data identification and fingerprints

10.3.41 oftware and data identification
The boot $oftware, application softwarevand application data shall be identified via the dataldentifiers
according t¢ Table 52 (see also ISO 14229-1).

The dataldentifiers defined in Table 52 result in the structure of the data portion of each dataldentifier
according Table 53. The structure of the identificationParameterRecord for bootSoftwareldentification,
application$oftwareldentification and applicationDataldentificatioin is vehicle-manufacturer-specific and shall
be the same for all identification information.

Where no gpplication data or application software is programmed in the server, then numberOfModules efjual
to zero (0) ghall hetreported and no identificationParameterRecord shall be present.

Where a sg¢rver supports multiple identicationParameterRecords for either application software, applicgtion
data or boot software, then its network layer shall be capable of transmitting the mulii-frame response
message. This does not necessarily require that the network layer has to reserve the maximum buffer for the
transmission of this multi-frame message. The transmission of a long multi-frame message can also be

5) Intel Hex is the trade name of a product supplied by Intel. This information is given for the convenience of users of
this part of ISO 15765 and does not constitute an endorsement by ISO of the product named. Equivalent products may be
used if they can be shown to lead to the same results.

6) Motorola S19 is the trade name of a product supplied by Motorola. This information is given for the convenience of
users of this part of ISO 15765 and does not constitute an endorsement by ISO of the product named. Equivalent products
may be used if they can be shown to lead to the same results.
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